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Abstract

We selected most informative risk factors of stroke as well as established the asso-

ciation with stroke and derived a risk score of stroke using statistically acceptable

modifications. Secondary data on the aging population of Ghana was used with

a sample size of 5119. The LASSO Logistic Regression was implemented through

“R”statistical software for windows version.3.1.1 using the penalised package. A

key risk factor identified was hypertension. A person who exercises regularly had

a low risk of developing stroke as compared to one who did not exercise. Data

about stroke discovered angina and arthritis as emerging risk factors of stroke

in addition to hypertension, physical activities, age and diabetes. We hypothe-

sise that hypertension, diabetes and lack of physical activities reflect the trend of

stroke cases in Ghana. There must be public consciousness about the significance

of managing hypertension in Ghana.
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Chapter 1

Introduction

There is a group of similar risk factors that start to exist in individuals con-

cerning cardiovascular diseases (Anderson et al., 1991).To estimate the nature of

cardiovascular disease possibility concerning the argument of bringing together

the weight of numerous risk factors is extra correct in all details than to deploy

single risk factors, for the reason that the increasing effects of multiple factors

may be synergistic since the average reduction in risk factors of an individual is

significant and may produce a desirable result than a sole risk factor reduction

(Jackson et al., 2005).

The subdivision of medicine anxious by means of the occurrence and

spreading of infection and additional issues concerning health condition has sen-

sitized principal care clinicians to the abstract idea of risk factors for disease.

Most researchers and clinicians define risk factors as features of individuals used

to point out increased likelihood of having or developing a disease . Regretfully

many circumstances affecting the existence of cardiovascular disease (Stroke) have

more than one risk factor that need to be assessed, there by adding a level of diffi-

culty to the assessment of risk (Jackson et al., 2005). Hence this study employed

LASSO logistic to the risk factors of stroke to assess the risk level for the ageing

population in Ghana.

1.1 Background

Ghana remains one of Sub- Sahara African republics undergoing epidemiological

shift in which prolonged slow to heal diseases are going up especially in the midst

of the elderly populace . This concurs with populace ageing experience entirely

towards provinces of the domain(DeSA, 2013).
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With current general direction in which demographic characteristics are

changing generally, prolonged illnesses situated more or less centrally in rela-

tion to the elderly is increasing by way of intense implication on behalf of life

standards in relation to mature grownups. 2010 Global Burden of Disease Study

makes available indications on the shifting developments in disease outlines within

sub-Sahara Africa by means of notable large decrease among Disability Adjusted

Life years(DALYs)/100 when taken as a whole, on a contrary an excessive upturn

among proportion of DALYs being caused by prolonged disorders(stroke) partic-

ular associated with to mature grownups. Stroke is the second leading condition

that gives rise to death worldwide and to acquired disability in elderly in most

regions (Feigin, 2007).

Figure 1.1: The 10 leading causes of death in the world, 2000 and
2012.(WHO,2014.)

In Ghana, the impact of prolonged disease in the midst of the aged

populace as well as a likely consequence on the living standard of aged adults
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populace constitutes a significant challenge. These Non-Communicable Diseases

(NCD) risks have effect on the altering behavioural forms at an extraordinary

price to health plus economy (Bloom et al., 2011). Statistical models with simple

risk factors or variables may accomplish similar to expert clinician outcome in

stroke patient’s prediction. This study sought to explore the use of Least Absolute

shrinkage and Selection Logistic regression to detect stroke risk factors in Ghana.

1.2 Problem Statement

Stroke is a medical condition where blood flow to the brain is cut off.(Schulz et al.,

2004). Despite the fact that some clinical pointers of a kind; like Blood Glucose

Level (BGL), Blood Pressure (BP) and Haemoglobin of a healthy individual may

perhaps not remain alike once the individual is not fit and possibly will form

the core control reason for existence or absence of a particular illness in the

individual, one cannot overlook the effect of some risk factors (e.g. weight, age,

gender). Persons sometimes by their lifestyles formulate grounds for disease to

develop. Some of these are alcoholism, smoking, lack of regular exercise, poor

eating habit etc.

Researchers persist in their activities to find risk factors for the different

kinds of cardiovascular diseases. Nevertheless a vital demand that still necessi-

tates additional solution remains to put forward an insight on which covariates

or factors in the cluster of potential risk factors (predictors) that are strongly

related or most informative about stroke . Mathers and Loncar (2005) detailed

that the comprehensive assessments of disease problem forecast that in the sub-

sequent two decades stroke will remain among the highest four ordered roots of

mortality concerning developing countries.

In recent times using low bias and low variance model to determine the

most informative risk factors of stroke from the potential risk factors has become

very challenging. Hence the application of LASSO regression.
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1.3 Purpose of the study

Stroke remains a developing community health problem with a demanding task

within Ghana calling for earnest and insistent consideration for the aforemen-

tioned control. For the reason that some of the risk factors are modifiable con-

cerning stroke, characterization of these risk covariates or factors among Ghana-

ian ageing population in relation to effects of stroke are earnestly necessary to

direct policies on non-infectious diseases Minicuci et al. (2014).

The Ordinary Least Square estimations are computed by way of mini-

mizing the sum of square error. According to data analyst at hand remain two

aims for which they are frequently not content with the OLS estimations. First

stays prediction precision: the OLS estimations are more repeatedly associated

with large variance but no bias. Sacrificing a little bias the large variance of

the predicted values from the OLS method is reduced by penalising or adjusting

irrelevant coefficients to zero (0) therefore improving overall prediction accuracy.

Secondly, interpretation; we are much concern with a smaller that shows the

strongest effects (Tibshirani, 1996).

Preferably, the desire of statisticians is to identify a manageable subsets of

risk factors that are found to be associated with stroke. In addition, to improve

the prediction accuracy, the numerical instability needs to be minimized. In

order to overcome this new found defect of OLR, a constraint form of Logistic

regression has been put forward for consideration (Caster et al., 2008) that makes

practical and effective use of LASSO technique (Tibshirani, 1996) method. This

alternative shrinkage and selection method known as LASSO Logistic Regression

(LLR) takes action as an ideal means of solving the aforementioned problem. It is

able to shrink parameter estimate getting to 0- in some cases, equate parameter

to 0(thus excluding them from the model).

This study is meant to evaluate the association concerning risk covariates

of stroke that is most informative and identify emerging risk factor. Model and
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predict the incidence of stroke using LASSO Logistic Regression centred on World

Health Organization’s (WHO) multi country survey on world-wide Ageing and

Adult Health (SAGE) Wave 1 Ghana data. Details of discoveries on domestic

features of the people are found inKowal et al. (2012).

1.4 Research Objective

With collective observations from the problems associated with OLS estimation

and available methods of applying weight to risk factors this study aims:

• To explore the application of LASSO Logistic Regression to select the most

informative risk factors of stroke to establish association with stroke.

• To derive a risk scoring method for stroke using statistically acceptable

modifications of existing methods.

1.5 Structure of Methodology

This work used secondary data centred on World Health Organization’s (WHO)2008

multi country survey on world-wide Ageing and Adult Health (SAGE) Wave 1

Ghana with a sample size 5119. Since the dependent variable stroke has a binary

outcome and a vector of risk factors, we constructed LASSO logistic.

LASSO is a shrinkage and selection technique aimed at better interpre-

tation of model and identification of those covariates (risk factors) which are

intensely related with dependent stroke variable , the LASSO will shrink some

parameters towards zero (0) by putting some constraints on the model parame-

ters with a specified constant as an upper bound to the sum (Tibshirani, 1996).

The LASSO Logistic regression was implemented by R statistical software for

windows version.3.1.1 using the Penalized package and focused on ; parameter

estimation, odds ratios derivation, predicted probabilities and cross validation of

model.
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Before fitting the penalized regression model, we test the global null

hypothesis of no association between any of the explanatory variables and the

response through globaltest package which ties very closely to the penalized pack-

age.

1.6 Significance of the Study

Ample effort remains as the risks and penalties of stroke remain disturbingly high.

Stroke must thus principally, be a main concern on health plan in the developing

world. Augmented research on stroke is therefore necessary to improve more

effective guidelines for avoiding stroke to lessen the load of untimely death and

ill health. A study of this form is thus not merely timely but also essential to

make available more awareness into some facets of the problem and to make

available the base for extra studies and suitable intervention through LASSO

logistic regression application.

1.7 Limitation of the Study

One limitation of the study is that the model might lose approximately weighty

explanatory or independent variables along the way subject to the degree of the

shrinkage parameter . The LASSO penalization have the tendency to select one

in a cluster of extremely correlated variables. We will employ group LASSO to

mitigate this problem in our next work.

1.8 Organisation of the Study

The 1st chapter describes how the LLR can improve the OLR modelling of stroke

and risk factors, the advantages associated with LLR and the implications of

LLR with respect to estimating coefficients. Chapter 2 gives information about

literature review. Chapter 3 details the methodology of this work. The results
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of the application of LLR model to the presence or absent of stroke is evaluated,

and the optimal shrinkage parameter for the model are all discussed in chapter 4.

Again the measure of internal consistency and agreement measure are also found

in Chapter 4 . Chapter 5 provide information on summary of findings. References

and appendices comes next.
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Chapter 2

Literature Review

2.1 Introduction

Traditionally stroke is well-explained as fast emerging medical indicators of cen-

tral disorder of cerebral function, enduring at least a day or causing demise by

way of no readily perceived or understood reason other than that of vascular

source Aho et al. (1980). Stroke stands a public neurological problem accounting

for a third of all deaths in Western countries Sudlow and CP. (1996). Stated rates

of stroke reappearance have change extensively as of 3% to 22% within a year,

10% to 53% by five years in dissimilar studies. (Zumo, 2006).

Capuccio (2004) discussed that stroke and ischaemic heart condition are

now the highest found causes of mortality in the world and that 70% of these

deaths happen in developing countries, above and beyond the impact of the

HIV/AIDS epidemic, and that stroke and ischaemic heart condition will keep

on the most found causes of morbidity, disability, and death in developing coun-

tries in 2020.

2.2 Diet as a risk factor

Ecological influences, comprising diet, indicate a crucial part in stroke growth.

Nutrition of a person is connected to extra lifestyle issues (alcoholism, physical

activities, etc.)Rose (1981).There is further indication on the part of overweight

in risk adjustment than other nutritional aspects Stamler et al. (1993).
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2.2.1 Stroke and Saturated Fat

Cochrane examination of twenty seven test of suitability (18,196 partakers) stud-

ied outcome on lessening or change in food fats intended for more than or equal

6 months on lessening serum cholesterol statuses and going on overall cardiovas-

cular death as well as disease. The assessment comprised (seven) 7 test of high

suitability, six (6) moderate test of suitability (six) and fourteen (14) little risk

partakers. Men comprised extraordinary risk partakers exclusively. Regarding

entire death (frequency ratio 0.98, 95% CI 0.86 towards 1.12) at hand were no

significant effect, a trend concerning safety guard against cardiovascular death

(frequency ratio 0.91, 95% CI 0.77 towards 1.07), essential guard against car-

diovascular happenings (frequency ratio 0.84, 95% CI 0.72 towards 0.99). This

result was trivial not considering high risk of bias. Trials by means of not less

than twofold years of monitoring gave firmly signal on guarding against cardiovas-

cular happenings (frequency ratio 0.76, 95% CI 0.65 towards 0.90). The assessors

established a minor but possible significant lessening in relation to cardiovascular

hazard with a lessening otherwise change of food fat consumption, comprehended

mainly in longer period studies.(Hooper et al., 2004).

2.2.2 Intake of Fruit and Vegetables

Twofold organized reviews of cohort readings observed the advantage of fruit and

vegetable consumption for the decline of cardiovascular risk. It was confirmed

after numerous cohort readings that relative risk of stroke is reduced as a result

of improved vegetable intake (relative risk 0.77) and fruit (relative risk 0.86)

consumption in a single assessment also 15% dropped in relative risk concerning

cardiovascular disease among persons taken in lots of fruit and vegetables matched

to those taking in small (the same as four-fold upturn in fruit and multiplying

up vegetables) in one more review Vestfold (2003).
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2.3 Stroke and Weight

A methodical appraisal of randomized controlled trial on dietary to decrease

weight assessed the consequence on B.P stood known. Insignificant number

of patients remained involved (6 trials involving 361 members) (Mulrow et al.,

2004).concerning the effect of weight reduction, foods generating weight reduced

ranging from 3% towards 9% of one’s weight stood to some extent relating to

blood pressure declines around 3 mm Hg systolic and diastolic were observed.

This methodical assessment was with inadequate command to spot changes in

illness or death results (Mulrow et al., 2004).

2.4 Physical Activity

Goldberg and Eckstein (2012)defined physical activity as some human bodily

movement which result in outflow of energy. This bodily movement can be

characterized into occupational (bodily movement at work place), leisureliness

(non-professional bodily movement ), exercise (planned bodily movement for a

specific purpose) and vigorous lifestyle (eg housekeeping ). Bodily movements

are frequently referred to as containing three scopes: period (eg 60 minutes), rate

(eg for every week ) and greatness (eg. percentage of energy outflow)(Montoye,

1996).Consistent physical activity has both protective and healing effects on sev-

eral prolonged disorders like stroke (Schulz et al., 2004).

2.4.1 Physical Activity as a Separate Risk Factor

To determine the consequence of activities that are physical on stroke 10 studies

which consisted controlled vital known risk factors were monitored. Detailed com-

ponents of the research established an opposite relationship concerning possibility

of a coronary incident and physical activity (Tanasescu et al., 2002).

The extent of operative stretched commencing unimportant associations
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on behalf of exact categories of movement (e.g. energetic go back and forth;

threat ratio=1.08, 95% CI 0.95 to 1.23) Hu et al. (2004) to very important links

(e.g. males that ran aimed at 60 minutes or extra for each week ensured a

42% possibility decline, RR 0.58, 95% CI 0.44 to 0.77) liken to that of males who

decided not run (p<.001) (Tanasescu et al., 2002). Multivariate odds ratio of 0.51

(95% CI 0.29 to 0.90) involving two or more variable quantities were identified by

some well-directed case control trials after matching small state of professional

physical motion against great states (Altieri et al., 2004).

2.5 Smoking as a Risk Factor

Tobacco smoking is a major cause of stroke according to Doll et al. (2004).In

Lemogoum et al. (2005a) work, they stated that the probability of developing

stroke is doubled by cigarette smoking. Smoking end cuts these risks considerably,

even though the lessening is dependent on the duration of ending (Ockene and NH,

1997);Wannamethee et al. (1995).Nurses Health Study specified that Smokers

stood at approximately 1.9 times the possibility of developing stroke matched

with persons who under no circumstances smoked Colditz et al. (1993).

Two closely monitored studies showed that persons who do not smoke

but unprotected to smoke emitting from cigarette are associated with greater

than before possibility of serious coronary conditions of 51% (OR = 1.51, 95% CI

1.21 to 2.99) matched by way of persons who do not smoke and with no exposure

of smoke (Pitsavos et al., 2002);(2002b).

2.6 High Blood Pressure (Hypertension) as Risk

Factor

Risk factor for stroke that remains utmost vital manageable is hypertension

(Gillum, 1999). According to the world health information 2002, high blood pres-
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sure famous as hypertension exists as a primary grounds of preventable demise

and disease among all world regions. Yet, hypertension consciousness, handling

and control changes as low as 34.0%, 28.0% and 6.2%, respectively have been

associated with Ashanti region of Ghana. (Agyemang, 2006). Existing literature

has made known that modest, effective control of high blood pressure only can

decrease stroke incidence by as much as 70% (Zumo, 2006).

2.7 Diabetes and Stroke

Diabetes mellitus plus weakened ability to tolerate glucose are now rampantly as-

sociated with both industrialized and unindustrialized nations (Lemogoum et al.,

2005b). Diabetes incidence among the urban areas in Ghana is about 6.4%,

whereas mature men mortality related to diabetes is approximately 34 per 100,000

in Tanzania. Stroke is associated with diabetes with an estimated relative risk

of 1.5 to 3.0. Lemogoum et al. (2005b). Patients with diabetes generally have

hypertension and hyperlipidemia which further escalate their risk. Reddy and

Yusuf (1998). Even though diabetes is remediable, the occurrence of the disease

still intensify one’s risk of stroke. (Reddy and Yusuf, 1998);(Zumo, 2006).

2.8 The LASSO

A great extent of determination has been keen on the growth of penalized re-

gression techniques aimed at concurrently variable selection and coefficient esti-

mation. In using enormous number of explanatory variables it is very so often

to desire the selection of a reduced subgroup which will not solitary model as

good by means of the complete variable group, on the other hand also holds the

most significant of explanatory variables. Such apprehensions have directed to

important growth of LSR regression procedures through several constraints to

determine significant predictors and obtaining greater estimate correctness in lin-

ear regression (Minjung et al., 2010).Forecasts on or after prognostic models may
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perhaps be used for numerous reasons in medicine, comprising the identification

of a particular illness and therapeutic conclusion, choice of patients for random-

ized clinical trials, and updating patients and their families (refer e.g. Harrell

et al. (1996)).

The utmost simple statistical technique aimed at what is named su-

pervised learning relays a response variable Y to a linear explanatory variables

x1, x2, ..., xp.

Y = β0 +

p∑
j=1

xjβj + ε (2.1)

Then ε is the error term that gives as an indication that even if x1, x2, ..., xp is

known it does not typically convey to us precisely what Y will be.The right of

equation(2.1)minus ε is frequently mention as the predicted outcome or explana-

tory variable. These remain stated as linear regression models. If there exist

records on the outcome or response variable yi and the explanatory variables xij

for every one of two or more categories within N persons or situations, the least

squares procedure selects a model by means of minimizing the sum of squared

errors concerning the outcome and the predicted outcome, over coefficients from

the regression model β0, ..., βp..

Linear regression (LR) is among the known and to a greatest extent

useful tools for data scrutiny. LR makes available an easily understood by now

or then influential technique used in fitting the result of a group of factors (

distinctive attribute) happening to an outcome variable. Per a considerable or

relatively great factor size , one ought to contain all the predictors in the model.

Selection of variable remains an important and demanding task associated with

regression : selecting the greatest explanatory predictors to be included in the

model. Traditional variable selection approaches examine over and done with

all combinations of predictors hence take excessively long to calculate once the

number of factors is approximately larger than 30; detailed in Hastie et al. (2001).
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One method that enables LR to largely solve problems with lots of predic-

tors is the penalized regression technique. In penalized regression the lasso take

absolute value of regression coefficients or l1 as penalties. Specifically , it makes

available an influential method aimed at achieving variable selection with enor-

mous number of explanatory variables. Fewer non-zero coefficients is produced

for the regression coefficients as a result of sparse solution. Sparsity remains vital

for predictive accuracy, and for interpretation of the concluding model.Assuming

we have a linear regression with explanatory variables xij, response values yi for

i = 1, .., N and j = 1, .., p , the lasso answers the l1 - penalized regression hence

minimizes

1

2

N∑
i=1

(
yi − β0 −

p∑
j=i

xijβj

)2

+ λ

p∑
j=i

|βj| (2.2)

intended for the not known parameters β0, ..., βp. The penalty function is indi-

cated as the additional term; the complexity of the model and its fit is balanced by

it.The shrinkage parameter λ manages the tradeoff for coefficients. The technique

known to statisticians as Cross validation is one of its kind used in determining

the value of λ. We will obtain a more sparse vector for the concluding β̂ depend-

ing on how large λ is defined(Tibshirani, 2011).

Minimizing the sum of squares with the constraint below is the same as the lasso

problem (2.2).

λ

p∑
j=i

|βj| ≤ k.

There exist a bound parameter k producing similar result for every λ in the lasso

problem (2.2). One must not forget that if λ = 0 or equally enough large values of

k produce result identical to the traditional least squares results. Ridge regression
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and Lasso regression are alike, which takes the constraint

λ

p∑
j=i

β2
j ≤ k.

Figure 2.1: Geometric view of LASSO and Ridge

Figure 2.1 displays the error contours and penalized function for both lasso and

ridge regression. The dense gray parts are the penalized regions |β1| + |β2| ≤ s

and β2
1 + β2

2 ≤ s2 correspondingly, whereas the ellipses remain the contours of

the least squares error function, aligned at the full least squares estimates β̂.The

high-pitched corners of the constraint area meant for the lasso regression produce

sparse solutions.Again figure 2.1 provides geometric outlook of the lasso as well

as ridge regression.(Tibshirani, 1996)

2.9 Sampled LASSO Background

In latest years at hand is numerous works for lasso regression and l1 penalization.

A list of examples are in table 2.1 modified from Tibshirani (2011). Accord-
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ing to Tibshirani his resourceful lasso paper was inspired by knowledge from

Leo Breiman’s titled the garotte Breiman (1995). The garotte takes c1, c2, ..., cp

headed for minimizing

N∑
i=1

(
yi − β0 −

p∑
j=1

cjxijβ̂j

)2

+ λ

p∑
j=1

cj (2.3)

where β̂1, β̂2, β̂3, ..., β̂p remain the traditional least squares estimates and cj ≥= 0

intended for every j ∈ [1, ..., p]. As a result Leo’s idea was headed for scaling

the least squares estimates by way of non-negative constants,some of which may

perhaps be zero.

The absolute value constraint used by Tibshirani in regression may not

be a fresh knowledge entirely. In Chen et al. (1998) “Basis Pursuit ”was suggested

,on behalf of signal processing they used absolute value constraints.Before, Frank

and Friedman (1993) had (in a nutshell) deliberated the “bridge”estimate,which

recommended an assembly of penalties of the prescription
∑
|β|q for some q

lasso regression did not get great concern although it was put out in 1996

due to inadequate computational command that was accessible to the mediocre

statistician may be the reason, as well as also the fairly small scope of datasets

which may not be the situation nowadays. Nowadays, not in statistics only, but

likewise in computer science, machine learning and engineering the lasso and l1

penalty has become a vital area. The drive intended for lasso was interpretability

at first:it remains another to subset regression intended for attaining a sparse

(or parsimonious) model. In the previous twenty years some unanticipated gains

of convex l1-penalized methods developed: statistical and computational compe-

tence.

Concerning the statistical facet , at hand is remarkable effort on the
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Table 2.1: Some studies aimed at generalizations of the lasso (l1) penalty examples

Technique Researcher(s)

Dantzig selector Candes and Tao (2007)
Compressive sensing Donoho (2004),Candes (2006)
Elastic net Zou and Hastie (2005)
Fused lasso Tibshirani et al. (2005)
Generalized lasso Tibshirani and Taylor (2011)
Hierarchical interaction models Bien et al. (2013)
Multivariate methods Joliffe et al. (2003)

mathematical characteristics of the lasso,inspecting its capability to improve a

true principal (sparse) model and to yield a model by means of insignificant pre-

diction error. Hastie et al. (2001) devised the familiar “Bet on Sparsity”principle

in unfolding this work. In identical base L1 receive that exact sparse. If and only

if the assumption remains correct, then and there that parameters will be possibly

estimated using l1 penalties proficiently.If there is a situation where the assump-

tion does not remain correctly compact, then on no account can a technique be

able to get better model devoid of a large data size for each parameter.

The convexity difficulty and sparsity of the concluding model which is

highly associated with its computation can be used as an improvement. Param-

eters estimates that are Zero(0) in the response remain controlled by means of

minimal cost in the examination. Dominant and accessible methods intended for

convex optimization can be useful to the difficulty, letting the solution of very

great difficulties. One predominantly effective method that exists is coordinate

descent Fu (1998) and Friedman et al. (2010), a modest one-at-a-time process that

is suitable for independent lasso constraint.This process is modest and flexible,

appropriate for numerous penalized generalized linear models, comprising Logis-

tic, Poisson and Cox’s regression for survival data.Coordinate descent is executed

in the penalized and glmnet packages just to mention a few in the R statistical

software.
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2.10 Generalized Linear Models: Logistic Re-

gression

Given a group of variable or response the logistic regression goal is to model

the posterior probability of these group of variables Y, p(Y = d|x) by means of

transforming the inputs linear combination.For a D-classes problem, D-1 logit

functions remain definite as

log

[
p(Y = d|x)

p(Y = D|x)

]
= β

(d)
0 + xtβ

(d)
1 , d ∈ {1, 2, ..., D − 1} (2.4)

where (β
(d)
0 , β

(d)
1 ) remain the logistic linear regression estimates used for the d-th

class value. The denominator remains set of the D-th class value, on the other

hand it may possibly be any. this produces

p(Y = d|x) =
exp(β

(d)
0 + xtβ

(d)
1 )

1 +
D−1∑
i=1

exp(β
(d)
0 + xtβ

(d)
1 )

, d ∈ {1, 2, ..., D − 1} , (2.5)

and therefore p(Y = D|x) = 1−
D−1∑
d=1

p(Y = d|x). The logistic model, containing

the slope or intercepts, has (p + 1)(D -1)parameters generally, and the maxi-

mum likelihood result can be establish by way of the iteratively re-weighted least

squares procedure(IRLS), obtained as a result of Newton’s method.(Vidaurre

et al., 2013)

Tibshirani (1996) expressed the binary grouping problem as the mini-

mization of the l1-penalized negative log-likelihood function. Equation 2.6 shows

how he formulated the function

18



−
N∑
i=1

[yix
t
iβ − log(1 + exp(xtiβ)) + λ||β||1], (2.6)

Where the input xi contains the constant span 1 to fit in the intercept. This

problem is resolved by way of relating the original lasso procedure for each phase

of the IRLS process.

An important landmark aimed at logistic regression application towards

data which are highly dimensional stands the latest development of effective ap-

proaches for calculating the whole regularization trail of GLMs with convex loss

functions. A well-organized regularization path-following procedure for GLMs on

the bases of predictor-corrector approaches of convex optimization is specified in

Park and Hastie (2007). On the other hand, effective coordinate descent tech-

nique for computing the GLM regression coefficients estimates based on a grid of

λ parameter values for elastic net penalties have been propose byFriedman et al.

(2010). A broad list of advanced processes meant for the sparse logistic regres-

sion problem are found in Shi et al. (2010). Again, they put forward a procedure

including two phases: a fast iterative shrinkage part and a precise interior point

part.

According to Zou (2006) adaptive lasso knowledge remains suitable for

logistic regression in precise and generalized linear models entirely, so that the

resultant models appreciate the enriched theoretical possessions of the adaptive

penalty under confident minor conditions .

2.11 Standard Errors

Standard errors can without difficulty be computed for regression coefficient point

estimates. In estimation by penalized technique the variance of the estimate is

reduced, whereas bias is introduced considerably making the bias of each esti-
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mate a significant factor of its mean square error. Unfortunately, to computing

satisfactory and exact bias estimate is difficult and almost impossible for most

penalized regression applications thus LASSO. Any bootstrap-based computa-

tion can merely define the estimate variance, usually in conditions where penal-

ized estimates are used. There is no consistent unbiased estimates obtainable in

penalized regression application in the direction of computing reliable bias for

estimates.(Goeman, 2014).
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Chapter 3

Methodology

The data analysis was done in two parts: the first part was made up of purely

descriptive analyses using Statistical Product and Service Solution (SPSS: IBM

version 20). The second part was also made up of inferential statistics which fo-

cused on LASSO Logistic regression; parameter estimation odds ratios derivation,

predicted probabilities and cross validation of model implemented by R statistical

software for windows version.3.1.1. The agreement of proposed methods of weight

was done by the use of Bland and Altman test with R software and Cronbach’s

alpha was carried out by statistical Product and Service solution (SPSS: version

20) to measure the reliability of weight application methods.

3.1 Data

This work used secondary data centred on World Health Organization’s (WHO)

multi country Study on global Ageing and adult health (SAGE) Wave 1 concern-

ing Ghana, whose discoveries on domestic features about the populace is detailed

formerly in Kowal et al. (2012). The 2007/08 SAGE Ghana Wave 1 builds on

the 2003/04 World Health Survey (WHS), famously called Sage Wave 0. Sage

Wave 1 data gathering included follow-up respondents in use as of Wave 0, and

additional fresh respondents making a total of 5573 to increase the cohort scope

for upcoming waves.

3.2 Variable Measured

The variables used in this work include classification variables: location (urban or

rural), education level, marital status, age, gender and ethnicity. Chronic disease
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collected were arthritis, angina, asthma, diabetes and hypertension. Lifestyle was

also measured: which included smoking alcohol intake, diets record and physical

activities. Body Mass Index (BMI) was subsequently calculated by the height

and the weight. The absence or presence of stroke was used as binary dependent

variable.

For some covariates, the missing value mechanism for the unobserved

data used was assumed to be missing at Random (MAR); as is inevitable with

spontaneous reporting some information was missing. For the purposes of the

analysis presented in this work the final data set for analysis was obtained by

firstly removing all rows that contained missing values(be it the covariates), in

order to simplify the modelling process.

3.3 Sampling Design

In Sage Wave 1 Ghana deployed stratification and multi stage cluster sampling

technique. To obtain sample from Ghana’s target population,stratification was

undertaken by means of administrative region (Ashanti, Brong Ahafo, Central,

Eastern, Greater Accra, Northern, Upper East, Upper West, Volta, Western) and

the kind of vicinity (urban/rural), resulting in 20 strata nationally representative.

From the strata according to size 10-15 Enumeration Areas were selected.

3.4 The Generalized Linear LASSO Model

From GLM system of equations we can symbolise the outcome ,the beta values

and the errors as a vector and the set of explanatory variables as a matrix:

Y = Xβ + ε

After a specified data Y and the design matrix X, the GLM modelling technique

has to determine a group of beta values clarifying the data as appropriate as
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possible:

ŷ = Xβ

A blameless fit would be attained with beta values prominent to pre-

dicted values which are as close as possible to the measure Y. When the system

of equation is rearranged , it is obvious that a blameless estimate of the data

implies small error values:

SSE =
∑(

y −
p∑

j=1

yβjxij

)2

from the equation above we obtain equation 3.1 below:

F (β,X, Y λ) =
∑(

y −
p∑
j=1

yβjxij

)2

+ λ

p∑
j=1

| βj | (3.1)

we can display F as a matrix from 3.1

= (Y −Xβ)T (Y −Xβ) + λ | β |Ip (3.2)

We can obtain best estimate of β which we can denote by β̂ when minimizing F.

Ip = p × p identity matrix, | β | = diag(| βj |) be the diagonal matrix with jth

diagonal element, X is the design matrix.

|β| =



|β1| 0 · · · 0

0 |β2| · · · 0

...
...

. . .
...

0 · · · 0 |βp|


= diag(|β|)
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|βj|−1 =



|β1|−1 0 · · · 0

0 |β2|−1 · · · 0

...
...

. . .
...

0 · · · 0 |βp|−1


= diag(|βj|−1)

we note that equation 3.1 can be express as

F (β,X, Y, λ) = Y TY − βTXTY − Y TXβ + βTXTXβ + λ | β | (3.3)

partial derivative of 3.3 with respect to β is taken and yielded

∂F (β,X, Y, λ)

∂β
= −2Y TX + 2(XTX)β + λsign(β) (3.4)

where sign(β) =


sign(β1)

...

sign(βp)


we then set

∂F (β,X, Y, λ)

∂β
= 0 (3.5)

and solve for β̂ we assume that X is orthonormal,XTX = I for simplicity.

β̂OLSj denotes the OLS estimate,for multivariate data

β̂OLSj = (XTX)−1XTY = XTY

.

To find an answer to equation 3.5 we acquired the following result

β̂LASSOl = β̂OLSl − λ

2
sing(β̂OLSl ) (3.6)
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Lemma

if y + λ
2
sign(y),then x and y share the same sign.

y = x− λ
2
sign⇔ x = y + λ

2
sign

if y is positive , y+ λ
2
sign must be positive then x is positive. on the contrary ,if

y is negative then x is negative. Thus x and y share the same sign.

In accordance to lemma above and equation 3.6 sign(β̂LASSOj ) = sign(β̂OLSj ) then

equation 3.6 becomes

β̂LASSOl = β̂OLSl − λ

2
sing(β̂OLSl )

=


βOLSj − λ

2
if βOLSj ≥ 0

βOLSj + λ
2

if βOLSj ≤ 0

=

(
βOLSj − λ

2

)
IβOLS

j ≥0 +

(
βOLSj − λ

2

)
IβOLS

j ≤0 (3.7)

if follows that β̂LASSOj = sign(β̂OLSj )(β̂OLSj − λ
2
)+ j=1...p

+ Signifies the positive part of expression inside the parenthesis

3.5 Ordinary Logistic Regression(OLR)

Ordinary Logistic Regression (OLR) may be the alternative when dealing with

simple bivariate measures (Hauben et al., 2005). In developing a risk score system

the approach generally used is the Ordinary Logistic Regression (OLR) that has

the formYi = Xiβ + ε with Yi Bernoulli random variable that takes on the values

either 0 or 1 thus absence or presence of an event; X = [1, X12, X13, ..., Xin]. The

predictor variables X1, X2...Xn are the observed quantities and can be continuous

or indicator/dummy variables reflecting dichotomous risk factors or categories of

risk factors. Based on the regression model β̂ = (β1, β2, ...βn) are the estimates

of the regression coefficients; the errors(ε) has mean zero, non-constant variance
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and therefore needs not follow normal distribution.

Compared to Ordinary Least Square (OLS) parameter estimates, the

LASSO ) estimates are generally more accurate. Also, some parameters will be

shrunk towards zero (0), allowing for better interpretation of the model obtained

and identification of those covariates in the model most strongly associated with

the outcome(Tibshirani, 1996).

Since the dependent variable Yi has a binary outcome and a vector of

risk factors, we can construct an ordinary logistic regression model of Yi on X for

all i = (1, ...n). πi is defined as the probability that stroke is observed. Then we

have a linear function

log(πi) =
[
πi = ln

(
πi

1−πi

)]
= ϕ

ϕ = β0 + β1Xi1 + β2Xi2 + β3Xi3 + · · ·+ βnXip = β0 +
p∑
1

βkXip

If we back transform ϕ the probability of observing the present of stroke given

data Xi and estimated model parameter β̂ = (β0 + β1 + ...βn)T this gives

πi = (Yi = 1/xi, β) = F (ϕ/xTi , β)

=
exp(ϕ)

1 + exp(ϕ)

=
1

1 + exp(−ϕ)

3.6 The LASSO Logistic Regression (LLR) Model

The LASSO is a shrinkage and selection method for regression model (Tibshirani,

1996) ) originally applied to Ordinary Logistic Regression. For better interpre-

tation of model and identification of those covariates (risk factors) which remain

most intensely related to the outcome, the LASSO will shrink some parameters

towards zero (0) by putting some constraints on the model parameters with a

specified constant as an upper bound to the sum.

To perform LLR with the data obtained, the maximum likelihood ap-

proach is commonly used in calculating the coefficients using the equation below
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πi =

(
Yi =

1

xi, β

)
= 1

1+exp(−βT xi)
for all i = 1, ...n

where xi = (1, x)T and β = (β0, β1, β2, ...βp)
T are vectors of length p+1 thus

= |v|+ 1. Concerning this notation we can recall that

πi = (Yi = 1/Xiβ) = 1
1+exp(−βT x)

for all i = 1, ...n the joint-likelihood for all i is

L(β/y1...Y n) = Πn
i (π)yi(1− π)1−yi (3.8)

substitute the value of π in equation 3.8 we obtain

= Πn
i

(
1

1 + exp(−βTxi)

)yi
+

(
exp(−βTxi)

1 + exp(−βTxi)

)1−yi
(3.9)

hence the joint log-likelihood is obtain as follows

l(β) = ln(L(β/y1...Y n))

=
n∑
i

[
yi

(
1

1 + exp(−βTxi)

)
+ 1− y1

(
exp(−βTxi)

1 + exp(−βTxi)

)]
(3.10)

= −
n∑
i

[
(1− yi)βTxi + ln(1 + exp(−βTxi))

]
(3.11)

by adding the LASSO constraint to the joint-likelihood in the 3.11 it yielded the

constraint equation below

l(βLASSO) =
n∑
i

[
(1− yi)βTxi + ln(1 + exp(−βTxi))

]
+ λ

∑p
k=1 | βk |.

The l(βLASSO) indicates the constrained log-likelihood, where as λ ≥ 0 is the

Lagrangian multiplier.

The λ which is a tuning parameter can be selected by the user calculated

using the methods: a variant of steins, generalized cross validation and cross

validation (Tibshirani, 1996).Applying this Li norm on the ordinary Logistic Re-

gression (OLR) yields the LASSO Logistic Regression (LLR). Some coefficient in

the vectorβ become zero depending on how sufficiently λ is specified.
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3.7 Methods of Applying Weight Wi

In calculating weights Wi in scoring system the constant wi is fixed to determine

the value of points in the score classification end to end with β coefficients. In

risk estimation there exist a wide application of methods; as indicated by the

table below

Depiction of prevailing techniques that are commonly useful now in medical risk

estimate(Vaitheeswaran et al., 2014).

The standard method (LASSO estimate) determines the risk scores not having

any transitional round off for decimal places. The other three methods M1,

M2 and M3 take into account the non-zero β coefficient in the LASSO Logistic

Regression model.
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This work also identifies two methods M4 and M5 based on LLR model;

that is compared to M2. Again, this study has chosen max |β| in the LLR model

instead of min |β| implying that the weight (wi) for method M4 will be in the

range (−∞,∞) with wi = 100
(

βi
maxβj

)
. In addition, as compared to M3 the

study again found the mean of the two absolute largest value of the β′s to be the

denominator Hence for method M5:

then wi will also be in (−∞,∞) range.

3.8 Agreement and Reliability Measure of Scor-

ing Methods

To examine the level of agreement between prevailing approaches and the pro-

posed method the Bland and Altman test was done. The Bland and Altman test

estimates the mean difference d̄ and standard deviation (s). We assumed that the

differences are normally distributed for Gaussian case, then the difference will be

situated between d̄+1.96(s) and d̄−1.96(s) thus a 95% confidence interval of dif-

ferences.(Bland and Altman, 1995).The Bland and Altman test was implemented

by the package BlandAltmanleh in R software version 3.1.1

Secondly we also examined the level of constancy through Cronbach’s

alpha or coefficient alpha. The Cronbach’s alpha is a coefficient and it can range

from 0−1 based on the data available; an output of 0 means no consistency

whereas 1 means perfect consistency in measurement.Another value that is likely

to be obtained in a research is 0.7 meaning that 70% of the variances in the score

are reliable variance and therefore 30% is error variance. Bland and Altman

(1997). According toBland and Altman (1997) the following rules of thumb:

≥ .9− Excellent,≥ .8− Good, ≥ .7− Acceptable,≥ .6− Questionable,≥ .5−

Poor, and ≤ .5− Unacceptable.Cronbach’s alpha is express as α =
kr̄

1 + (k − 1)r̄
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where, k = number of indicators. r̄ = mean inter- indicators correlation. k− 1 =

the standardized Cronbach’s alpha.

The measuring of reliability of scores was implemented through SPSS for

windows ver. 20.

3.9 “ Penalized”Package for LASSO Logistic Re-

gression “R”.

The LASSO Logistic Regression has been implemented through “R”statistical

software for windows ver.3.1.1 using the package penalized. The package penal-

ized was installed in “R”. The penalized package is designed for penalized esti-

mation in generalized linear models and also allows an L1 absolute value LASSO

penalty (Tibshirani, 1996). Again the penalized package supports other functions

that allows the user to find an optimum value of λ (tuning parameter) based on

cross-validation and also assesses how parameter estimates change based on the

degree of shrinkage or value of λ graphically (Goeman, 2014)

Before fitting the penalized regression model, we test the global null hy-

pothesis of no association between any of the predictor variables and the response

by the globaltest package which ties very closely to the penalized package.P value

for lasso point estimate were computed using the selectiveinference package.
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Chapter 4

Data Analysis and Summary of Findings

Most scientists agree that this non-modifiable things affect the risk of stroke: age,

sex, ethnicity (cannot be changed).Also the modifiable risk factors are tobacco

smoking, alcohol, weight diet, physical activities, diabetes and hypertension. This

chapter gives information on the covariates of stroke modelling using the LLR and

the estimation procedure of scores given to a covariate base on the model.

4.1 Exploratory Data Analysis

Figure 4.1: Histogram representing the age distribution of all individuals

In exploring the data, tabulation and cross tabulation were embark on
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in SPSS and graphical designs were produced to review the structure of the data

set.Of all 5119 individual contained in the data used for this study, 2714 (53%)

existed for male individuals and 2405( 47%). Figure (4.1) shows that the distribu-

tion for age (years) of the subjects is virtually normal (mean = 60 years; median

= 60.09 years; skewness = -.172), with a range of 19 years to 120 years.Also,

2107(41%) of individuals were located in the urban area whereas 3012(58.8%)

were in the rural.Appendix A shows the cross tabulation for risk factors and

stroke.

4.1.1 Collinearity Statistics

Variable Tolerance VIF
Rural/Urban .876 1.141

Sex .839 1.192
Mother tongue .901 1.110

Physical activities .794 1.259
Tobacco .819 1.221
Alcohol .913 1.095

Fruit intake .937 1.067
Arthritis .946 1.057
Angina .979 1.021

Diabetes .790 1.266
Asthma .827 1.209

Hypertension .814 1.228
Chronic lung disease .851 1.175
WC in centimetres .994 1.006

Rapid walk .996 1.004
BMI .842 1.187
Age .798 1.254

Based on the collinearity statistics not any of the obtain VIF values is

less than 1 or greater than 10 (1 <0r >10) but are all in between 1 to 10 with all

tolerance level less than 1, we settle that there is no multicollinearity in the data
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4.1.2 Pretesting

Before fitting LLR we tested the global null hypothesis of no association between

any of the predictor variables (risk factors) and the response (stroke), against

the alternative that there is association between any of the predictor variables

(risk factors) and the response (stroke). The test had a p-value = 4.78e − 15,

a statistic = 0.655 with standard deviation (0.0202). Hence the null hypothesis

was rejected.

4.2 Optimal Shrinkage (λ) Parameter

K-fold method for cross-validation size was used in obtaining the lambda (λ)

value by applying the “ profL1”function in order to profile the cross-validated log-

likelihood for the covariates and factors in the LLR model in which all covariates

and factors were penalized. From “profL1”using 10-fold cross validation was

found at λ = 3.410935 at 10-folds giving as the global Optimum and that of

“optL1”using 10-fold cross-validation was found at λ= 2.988797.

Figure 4.2: Profile of cross-validated log-likelihood for LLR model of Stroke
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Figure 4.2 give details about profiling the choice of lambda for LLR model

with all risk factors penalized. The optimum value for λ from the “optL1”function

within the “penalised”package (λ = 2.988797) depicted with the green short

dashed line. The λ value obtained to maximize the cross- validation log likelihood

using the “profL1”function of the“penalised”package (λ = 3.410935) is the red

short dashed lines.

Following the early examinations into LASSO estimate as against the

OLS procedure by Tibshirani (1996) and Hastie et al. (2001),Figure 4.3 displays

a line plot of coefficient estimates for the two model mentioned in chapter three.

Regarding how changeable the values of coefficient estimates in the LLR model

and OLR (Fig.4.3 ), one detects that an exceedingly large value hypertension,

irregular fruit in-take, extreme exercise but shrunk towards zero by the lamda(λ)

value for the LLR model. This variation was due to the introduction of the LASSO

penalty.

Figure 4.3: OLR and LLR coefficients from models of Stroke
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4.3 The LLR Model for Stroke( All Risk factors

Penalised)

In the figure 4.4, summary of how the estimates of the coefficient for the LLR

model of stroke in which all independent variables were penalized change with

the shrinkage parameter λ was then schemed with the “plotpath”command of the

“penalised”package. Beginning with the initial the value of λ that marks all the

parameters shrunk to zero(0), a pre-defined number of models are created with

values of λ not matching another until the last λ is one and the same to that

indicated in the set-up of the LLR model.

Figure 4.4: Coefficient estimates set against λ values for LASSO Logistic Regres-
sion model of Stoke [λ = 3.410935 ].

Figure 4.4 was obtained after inputting the fallowing “R”codes using

λ = 3.410935 and 10 steps to display how varying lambda values affect coefficients
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estimates.

>llr = penalized(stroke sex+location+education+physical+alcohol+ethnic+

fruit+angina+arthritis+tobacco+diabetes+hypertension+rapidwalk+bmi+

age+ waist, data = bofa, lambda1 = 3.410935,model =“Logistic”, steps=10)

>plotpath(llr,log=”x”)

>abline(v=3.410935, lty=3)

A number of the coefficients estimates for these risk factors of stroke were

fixed to precisely 0 using the LLR as described above by the penalized package

with the R output. Such examples comprises chronic lung disease,asthma, rapid

walk and alcohol .There were 13 non-zero coefficients with λ set to be equal to

(3.410935) with cross-validated estimate log likelihood of -493.3347 at a LASSO

penalty of 16.73709 and an intercept of 2.02347071. Example on the none-zero co-

efficients include Hypertension,physical activity(Exercises),diabetes and gender.

Figure 4.5: Positive Coefficient estimates versus values for LLR model of Stoke
[λ = 3.410935 ].
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For a second time the coefficients were limited to only positive(figure 4.5).

Hypertension,dibetes and age were seen to be risk factors intensely associated

with the occurrence of stroke, even for values of λ more than 15. Angina and

arthritis were identified as an emerging risk factor associated with stroke.

Table 4.1 displays the coefficients labeled LLR point estimate,odds ratio

and p-value.The LLR coefficients portrayed by the table gives the variation in the

log odds outcome for a one unit increase in the predictor variable (risk factors):

• From the results a person who does extreme exercise has a less log odds

of -0.41595175 compared with a person who do not exercise or does a mild

exercise. This clarifies why the coefficient is negative from Table 4.1 above.

Inferring a person with extreme exercise has a less chance of developing

stroke.

• An individual with Angina has a high possibility thus large log odds of

0.03743824 developing stroke this evident with its positive coefficient.

Table 4.1: Distribution of risk factors(predictors) and LLR non zero
coefficients.
Risk Factors(Predictors) LLR Point Estimate Odds Ratio P-value

Gender (o=female;1=male) 0.04413259 1.0451209 0.933
Location(0=rural;1=urban) 0.27462354 1.3160351 0.000
Education(0=no formal;1=formal) -0.05383929 0.9475844 0.130
Physical activities(0=no and mild;1=extreme) -0.41595175 0.6597121 0.000
Ethnic(o=Akan;1=others) -0.05333828 0.9480593 0.085
Fruit intake(0=not regular;1=regular) -0.11438117 0.8919179 0.102
Angina(0=no;1=yes) 0.03743824 1.0381479 0.000
Arthritis(0=no;yes) 0.06544823 1.0676375 0.004
Tobacco (o=used before;1=never) -0.01857579 0.9815957 0.285
Diabetes(0=no;1=yes) 0.21326979 1.2377185 0.000
Hypertension(0=no;yes) 0.22971266 1.2582384 0.000
Age(0=18-55;1=56+) 0.17412797 1.1902079 0.000

The column in table 4.1 label odd ratio gives the coefficients as odds

ratios. Odds ratio which is obtained by taking the exponent of the coefficient,

can be inferred as the multiplicative transformation in the odds for a one unit

variation in the predictor variable(risk factors).
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The risk factors that the LLR selected are; gender,location,education

level,physical activities(exercise),ethnic,fruit intake , angina, arthritis,tobacco us-

age,diabetes,hypertension and age. The most informative or causative risk factors

of stroke thus significant at alpha level of 0.05 are; diabetes,hypertension,physical

activities(exercise),angina,arthritis and location of an individual.whereas gen-

der,ethnic,fruit intake and tobacco were not significant causative of stroke.

Figure 4.6: Predicted probability against age of an individual

Figure 4.6 shows the predicted probability of individuals base on the

LLR model as against the age of individuals. The LLR model predicted that if a

person is in the range of 18-53 the chances of developing stroke is 0.9 (90%) this

may as a result of some lifestyle concerning that age group, depicted by the area

before the vertical red line . The whole population is at risk with at least 70%

likelihood

4.3.1 Score Allocation

Below gives the scores assigned by the methods of weight application to risk

factors whose estimate are non-zero and significant. The weight selection for
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second method (M2) selected the regression coefficient (0.01857579 ) as the ab-

solute minimum , while third method (M3) computed the score by the mean

( 0.02800701) of the absolute value of the two smallest regression coefficients.

Again fourth method (M4) selected the absolute maximum regression coefficient

of (0.41595175 ) and fifth method (M5) selected the mean of (0.3452876) of the

absolute value of the two maximum regression coefficient.

Table 4.2: Points allocated to each risk factor category

The table above depict the score given by the three existing methods

and the extra two proposed by this study detailed in chapter 3.Concerning the

risk score of an individual: if any of the risk factor indicated in the table is

exiting, then the score allocated to that risk factor is recorded.The process will

continue till all scores are recorded.The total recorded score specifies how much

that individual is at risk.
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4.4 Test of Agreement for Proposed Methods of

Weight Application

Figure 4.7 depict the Bland and Altman test. The space between the mean line (-

11.49359) and the parallel green line corresponding to zero on the x-axis indicates

the bias between the two methods(M4 and Sm). The upper limit’s (114.90989)

confidence interval was (62.63143,167.18835) and that of the lower (-137.89707)

was (-190.17553, -85.61861).

Figure 4.7: Bland and Altman test.

Since the line of equality (0) on the x-axis is within the error margin (-

41.67657, 18.68940) of the mean difference (-11.49359) line implies that the bias
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is not significant and hence there is a level of agreement between the two methods

M4 and SM. Secondly, the line of equality (0) on the x-axis was also within the

error margin (-41.67657, 18.68940) of the mean difference line (-11.49359) for SM

and M5. Again the bias was not significant implying a level of agreement for the

two methods.

4.5 Reliability Measure for Scoring Methods

The table below specifies the level of reliability of methods with the standard

method . The method label M3 has the lowest Cronbach’s alpha value and Intra

class correlation of 0.793 and 0.004 respectively. Whereas M1 had the highest

value of Cronbach’s alpha of 0.812 and an intra class correlation of 0.198 at a

significant p-value (0.00) indicating a good internal consistency between M4 and

standard method thus the weight given by the LLR estimate.

Table 4.3: Measure of internal consistency among weight application methods
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Chapter 5

Conclusion and Recommendations

5.1 Introduction

In this chapter we would look at the conclusion and a few other things. From

the study we have detailed how we can apply LASSO Logistic Regression (LLR)

in modelling the presence or absence of stroke. Recall the two objectives of this

study stated in section 1.4.

• To explore the application of LASSO Logistic Regression to select the most

informative risk factors of stroke to establish association with stroke.

• To derive a risk scoring method for stroke using statistically acceptable

modifications of existing methods.

5.2 Summary

Hypertension was still associated with stroke even at a tuning parameter increased

from the optimal value to 25 which gives an indication that hypertension is a

factor of stroke. This result from this study is utterly in agreement with the

finding that hypertension is a major risk factor (Schulz et al., 2004).Indisputably,

the probability plot against age indicated that adults aged 18-53 has a high

possibility of developing stroke. This is consistent with a study by Schulz et al.

(2004) to determine the risk factors of stroke and Kissela et al. (2012).

The observation from the model tells us that a person who does ex-

treme exercise is less likely to develop stroke relating identical to discovery by

Schulz et al. (2004). The study also revealed persons with angina as having

high log odds(likely) of developing stroke similar to findings by Krahn et al.
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(1995). According to the results arthritis is an emerging risk factor concerning

stroke,identical to Ong et al. (2013)

In chapter 4 reliability test for M1-M5 methods with SM specified that

M1 has the highest Cronbach’s alpha of 0.912 and intra class correlation followed

by M4.The Bland and Altman test for agreement indicated that the proposed

methods M4 and M5 are all in agreement with SM and the level of bias was not

significant for these method compared with SM.

5.3 Conclusion

Data about stroke discovered angina and arthritis as an emerging risk factor of

stroke in addition to hypertension,luck physical activities, aging and diabetes.

We hypothesise that hypertension, diabetes and lack of physical activities reflect

the trend of stroke cases in Ghana.

5.4 Recommendations

It is a necessity to embark on public consciousness about the emerging risk factor

like angina,arthritis and the significance of handling hypertension although stroke

is observed as a severe and not inevitable condition in Ghana. Upgraded research,

nation wide and world wide commitment for the avoidance and control of stroke

in Ghana and Africa as a whole is emphasized. There should be a research on

why the younger adults are associated with high possibility of developing stroke.
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Appendix A

Figure 5.1: The 10 leading causes of death in the world, 2000 and 2012

Cross tabulation on asthma as risk factor of stroke
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Coding of response Variables

Coding of Explanatory Variables
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Sample of Data
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Appendix B

Glossary

BP Blood Pressure
CVD Cardiovascular Disease

DALYs Disability Adjusted Life Years
GLM Generalized linear model
IRLS Iteratively Reweighed Least Square Algorithm

LASSO Least Absolute Shrinkage and Selection Operator
LSR least Square Regression
LR linear Regression

LLR Lasso Logistic Regression
MLE Maximum Likelihood Estimate
OLS Ordinary Least Square
OLR Ordinary Logistic regression

SM Standard Method

“R”Code for Producing LLR Model

Choice of lambda

>library(penalized)

>optimum=optL1(stroke sex+education+marital+physical+tobacco+alcohol

+fruit+angina+diabetes+hypertension+rapidwalk+bmi+agegroup, data=bofa,

minlambda1=0.2, maxlambda1=10, lambda2=0,model=”logistic”,fold=10)

>optimum$lambda

gives optimum lambda value by optL1 function lambda1 = 2.988797

>profile=profL1(stroke sex+education+marital+physical+tobacco+alcohol+fruit

+angina+diabetes+hypertension+rapidwalk+bmi+agegroup, data=bofa,

minlambda1=0.2, maxlambda1=10, lambda2=0,model=”logistic”,fold=10)

>profile $cvl
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>profile $lambda

>plot(profilelambda, profilecvl, type=”l”, col=”blue”, xlab=”Lambda”,

ylab=”Cross-validated log-likelihood”)

>abline(v=2.988797, lty=2,col=”green”)

>abline(v=3.46428 , lty=2,col=”red”)

The code further down is used to fit and evaluate

stroke

>fit=penalized(stroke 0+sex+location+education+martal+physical+ alcohol

+ethnic+fruit+angina+arthritis+tobacco+diabetes +hypertension+rapidwalk

+bmi+agegroup+waist,data=bofa, lambda1=3.410935 ,model=”logistic”)

>coefficients(fit) ⇒ this gives coefficient estimates.

Below allows “plotpath” to be used to see how changing lambda values

affect coefficients estimates .

>llr=penalized(stroke sex+education+marital+physical+tobacco+alcohol+fruit

+angina+diabetes+hypertension+lung+rapidwalk+bmi+agegroup, data=bofa,

lambda1=3.410935 ,model=”logistic”,steps=100)

>plotpath(llr,log=”x”)

Codes for Bland and Altman test

>library (BlandAltmanLeh)

>bland.altman.plot(tsm, tM1,two = 1.96, mode = 1,graph.sys = ”base”, conf.int

=0.95, silent = TRUE, sunflower = FALSE,xlab=”Means”,ylab=”Difference”)
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