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ABSTRACT

After reviewing the theoretical and empirical literature on Item Response Theory
(IRT) and Item-Nonresponse, this study investigates three issues: Firstly, to identify
the most appropriate IRT model for understanding item-nonresponse. Secondly, to
find out the reason behind ‘don’t know’ responses and missing data; whether
respondents don’t really know, don’t care, or don’t want to tell. Finally, to find out
the characteristics of nonrespondents in Ghanaian surveys. Secondary analyses were
done on questionnaire data colleeted inthe 5" wave of the world values survey. All
items were dichotomously scored. 0 was assigned to missing or ‘don’t know
responses, and 1 was assigned to answered items. The data was analysed based on
four item response theory models namely, the constrained Rasch model, the
unconstrained Rasch model, the two parameter logistic model, and the three
parameter logistic model. These models were explored to determine the most
appropriate model for the data. The unconstrained Rasch model appeared as the best
model for understanding item-nonresponse. It was found that, giving a ‘don’t know’
answer to an item is because of the item’s difficulty, which means that respondents
don’t really know the answer to the item. The results also revealed that, item-
nonresponse can be predicted by some item and respondent characteristics. In a
typical app}ication, politics and income related questions recorded the highest item-

nonresponse rates. Eenmate respondents and respondents with no formal education

also recorded very high item-nonresponse rates.

Key Words: ltem-Nonresponse, Item Response Theory (IRT), Respondent

Characteristics, Unconstrained Rasch Model, World Values Survey.
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CHAPTER 1
INTRODUCTION
1.0 Background

Survey research has been widely used in public opinion research in Ghana.
While scholars in comparative studies are excited about data richness, they are also
worried about data quality. Among all such concerns, item-nonresponse (or ‘don’t
know’ answers) has caught scholars’ special attention. Comparative studies are
seriously plagued by this problem: it is obyiously mot appropriate to ignore it and
discard all ‘don’t know’ answers, but what should we do when confronting a large
amount of missing data while still purporting to draw valid inferences from the
available data? Proper understanding of the missing data mechanism can be a huge
step in dealing with item-nonresponse.

By definition, item-nonresponse 18 the failure to obtain information for a
question within an interview or questionnaire (de Leeuw, 2001). It results in missing
values to a particular question. However, it does not mean that item-nonresponse
fails to contain any information. Although the information is not self-evident, 1t can
be revealed by further analysis of the missingness. Rubin’s framework (Rubin, 1976)

differentiates among three-kinds of missing data according to the underlying missing

data mechanism: missing completely at random (MCAR), missing at random

I A
(MAR), and missing not at random (MNAR).

Data are called missing completely at random (MCAR) if the missingness of
a response to a question is unrelated to its unknown value and also unrelated to the
values of responses to other questions. For example, an interviewer during an
interview, or a respondent in a mail questionnaire, may accidentally overlook a

question. In the case of missing completely at random, the missing values are a
1
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random sample of all values and not related to any observed or unobserved variable.
Thus results of data analyses will not be biased, because there are no systematic
differences beﬁveen respondents and nonrespondents and problems that arise are
mainly a matter of reduced statistical power. It should be noted that the standard
solutions in many statistical packages, those of listwise and pairwise deletion both
assume that the data are missing completely at random (MCAR); a very strong and

often unrealistic assumption (de Leeuw et al., 2003).

When the missingness is related to the observed data but not to the unknown
value of the missing response to the question itself, it is said that data are missing at
random (MAR). For example, an elderly respondent has a difficulty remembering an
event because of a deficient memory. The resulting missingness is related to age, not
to the event itself. When the data are missing at random, the missingness is a random
process conditional on the observed data. In other words, the missing values are a
random sample of all values within classes defined by observed values. In the
example of the elderly respondent, the data are a random sample within subgroups
formed by age. If the data are missing at random (MAR) and if the proper statistical
model is used, the missing is said to be ignorable with respect 1o a particular type of
inference. _ﬁbr cxamplia:/ipfmem,s_f; of the elderly respondent, the variable related to

the missingness (age) is measured and available for inclusion in the proper analysis

e —

(de Leeuw et al., 2003).

Finally, when the missingness is related to the unknown answer to the
question itself, the data are missing not at random (MNAR). For example, a

respondent perceives her real answer as socially undesirable (e.g., drinking a lot) and

evades responding by providing a ‘don’t know’ or "no answer’. If the data are not

2



missing at random serious bias may occur. In that case, the missingness is said to be
nonignorable and no simple solution for treating the missing data exists. A model for
the missingness must be postulated and included in the analysis to prevent bias (de

Leeuw et al., 2003).

The first intimations of item response theory (IRT) can perhaps be seen in
(Thurstone’s, 1925) paper, entitled ‘A Method of Scaling Psychological and
Educational Tests.’ In it, he offers a solution to a problem of great interest at the
time-how best to place the items.of the, (Binet and Simon, 1905) test of children’s
mental development on an age-graded scale. Using data from a large sample of
London school children, he plots the proportions of children in successive age cross
sections succeeding on successive Binet tasks. In an accompanying plot, he shows
the age grading of the tasks resulting from his scaling procedure. These plots have

many features suggestive of modern IRT (Bock, 1997).

Over the past three decades, since the publishing of Lord and Novick's
Statistical Theories of Mental Test Scores in 1968 and Fischer's Einfuhrung in die
Theorie psychologischer Tests in 1974, item response theory (IRT) has developed
rapidly. Thjg is demonstrated in the Handbook of Modern Item Response Theory
(Van d'er: Linden and Hambleton, 1997) with chapters on a wide range of topics in
[RT. The study of individual responses to behavioural stimuli has clearly evolved

-\_...-l—l-"'-r_—

into a major discipline of psychometric theory (Boomsma et al., 2000).

1.1 Study Area Profile —
Modern Ghana was created from the British Gold Coast Colony, established
in 1874, and the UK-administered Trusteeship Territory of Togoland, incorporated in

1956 following a plebiscite. Agitation for independence grew strongly after the
3



Second World War. From the early 1950s, self-government was introduced with
elections in 1951, 1954 and 1956 to the legislative assembly. Kwame Nkrumah’s
party, the CPP, won all 3 elections and led the country to independence, as Ghana, in
March 1957. Ghana was the first sub-Saharan country in colonial Africa to gain its
independence. Nkrumah was the first Prime Minister, and in 1960 became President

with the change of Ghana’s status to a Republic within the Commonwealth.

The Republic of Ghana has a total border of 2,093 kilometres (1,300 miles),
including 548 kilometres (341 miles) with Burkina Faso to the north, 688 kilometres
(428 miles) with Cote d'Ivoire to the west, and 877 kilometres (545 miles) with Togo
to the east. It has a coastline on the Gulf of Guinea, part of the Atlantic Ocean,
measuring 539 kilometres (335 miles). It has an area of 239,540 square kilometres
(92,486 square miles), making it about the size of the state of Oregon. Water
occupies 8,520 square kilometres (3,290 square miles) of the country, primarily Lake
Volta. The capital of Accra is located along the south-eastern coast. Ghana has a
tropical climate, warm and comparatively dry along the southeast coast, hot and
humid in the southwest, and hof and dry in the north. Its terrain is mostly low plains
with a plateau in the south-central area. Its highest point is Mount Afadjato, which
rises to_ﬁéafmeters (2.887+eet). Lake Volta, its largest lake, 1s the world's largest
aﬂiﬁcial lake. Ghana has 10 regions: the Northern, Upper West, Upper East, Volta,

o —

Ashanti, Western, Eastern, Central, Brong-Ahafo, and Greater Accra.

Ghana’s economy has always been dependent on a number of key exports
principally gold and cocoa, although more recently it has developed a burgeoning oil
and gas sector. Gold dominates the mining sector and contributes about 30% of

foreign exchange earnings. Ghana also produces diamonds, manganese and bauxite.
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Ghana is also a major cocoa producer. In 2010, with an output of about 1,000,000
tonnes, it has retained its position as the second largest producer in the world, a
position it had not held for three decades before 2003. Cocoa production is subject to

volatile prices and the vagaries of the weather. This makes the economy vulnerable.

1.2 Problem Statement

[tem-nonresponse has drawn scholars’ interest from the very beginning of the
development 61’ scientific public opinion polls. A school of scholars believe that a
simple ‘don’t know’ response may, reflect several possible mind states: no idea, no
opinion, and refusal. Findings from empirical studies are consistent with their belief
and confirm that the distinctions are evident in examination of the linkage of
underlying attitude and opinion expression (Bogart, 1967).

However. -item-nonresponse in Ghanaian surveys is often speculated as a
problem but rarely researched. Even without sampling problems, this should be a
great concern for those who might wish 1o do poll survey on political issues in
Ghana. There may be more than just a few students in comparative studies who hold
this opinion, and they usually consider two strategies that may be employed by the
respondents to avoid the trouble: one is to tell a lie, another is to keep silence. Yet,
relevant j.';i::lcnce from empirieal- research are rare. It is also suspected that the
prevalence of MAR problems may also be caused by insufficient education resources

s £
in Ghana. Ordinary Ghanaian people may lack cognitive abilities to form concrete
opinions to certain survey questions due to their low education level. These

suspicions give rise to the controversial role of Ghanaian surveys in public opinion

research.



Therefore, more and in-depth research with regards to measuring the abilities,
attributes, interests, knowledge or proficiencies of respondents to address the
problem of item-nonresponse is in great need.

This research shall be guided by the following separate but interrelated questions;
1. Which Item Response Theory (IRT) model is the most appropriate for
understanding item-nonresponse?
2. Don’t know answers and missing data; do respondents don’t really know,
don’t care, or don’t want to tell?

3. What are the characteristics of nonrespondents in Ghanaian surveys?

1.3 Objectives

1. To identify the most appropriate IRT model for understanding item-
Nonresponse.

2 To find out the reason behind don’t know responses and missing data;
whether respondents don’t really know, don’t care, or don’t want to tell.

3. To find out the characteristics of nonrespondents in Ghanaian surveys.

1.4 Methodology

A _sammary of the research method is presented here. This includes a brief

== .,J,——‘-’_'_ T ]
description of the problem model, the data set to be used for empirical analysis, and a

—description of the software to be used.

1.4.1 Problem Model

Item response theory (IRT) is an umbrella of statistical models that attempts
to measure the abilities, attitudes, interests, knowledge or proficiencies of

respondents as well as specific psychometric characteristics of test items.



Hambleton (2000) stated that item response theory places the ability of the
respondent and the difficulty of the item on the same measurement scale so direct
comparisons between respondents’ abilities and items are possible. The ability or
proficiency of the respondent is labelled theta (6). The test item characteristics are
described by the difficulty (b), discrimination (a), and pseudo-chance (c¢) parameters.
Not all IRT models utilize all item parameters, and there is a continuing debate about
the appropriatencss of these parameters. For example, the Rasch model uses only the
difficulty parameter and ignores the discrimination.and pseudo-chance parameters
completely. Because the Rasch model uses only the difficulty parameter as the only
item parameter, it is called a 1-PL model (one parameter logistic).

Another model proposed by (Bimbaum, 1968) uses both the difficulty and
discrimination item parameters and is called a 2-PL model. The model that utilizes

all three parameters was proposed by (Lord, 1980) and it is called the 3-PL model.

1.4.2 Data

When choosing survey data for this project, we had several considerations in
mind. First, we wished that the data are from a survey that is designed and conducted
by serious and professional survey practitioners. Since this study focuses on the
validity“éf survey respTﬁme would use data that is least contaminated by

~__technical problems in the process of survey research operation. Second, we wished
the data are from a study that is well-known and influential.

The World Values Survey (WVS) data stand out as an ideal source for this
research purpose. The WVS originated from European Values Study (EVS) and

extended to countries outside Europe in 1981, which constituted the first wave of the

WYVS. The surveys aim to be longitudinal as well as cross-cultural. The second wave



of the WVS (1990) was conducted 10 years after the first and embraces 42 countries.
The interval bétween the waves was shortened to 5 years for the third (1995), fourth
(2000), and fifth (2005) waves, which includes 52 and 64 countries separately. In
total, the WVS covers 81 societies containing about 85 percent of the world's
population.

The WVS was conducted by the Institute of Social Research at the University
of Michigan (ISR) in collaboration with leading survey research organizations 1n
each country. Tracy Hammond & Mari Harris from Markinor Thinking are the
principal investigators in this project. The survey covers a variety of research topics,
such as socio-cultural, moral, religious, and political values and attitudes. It employs
detailed questionnaires and face-to-face interview techniques in methodology.
Representative samples were drawn from each country and the number varies from
1000 to 3500 per country. We selected the data from the fifth wave of the WVS for

this project.

1.4.3 Software

An R Package for Latent Trait Modelling and Item Response Theory

Analyses(R Development Core Leam, 2010), shall be used. This package has been
developed for the anmu_ltivariate dichotomous and polytomous data using
~__latent variable models, under the Item Response Theory approach. For dichotomous
data the Rasch, the Two-Parameter Logistic, and Birnbaum’s Three-Parameter
models have been implemented, whereas for polytomous data Semejima’s Graded
Response model is available. Parameter estimates are obtained under marginal

maximum likelihood using the Gauss-Hermite quadrature rule.
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1.5 Justification

A survey is a potentially powerful assessment, monitoring, and evaluation
tool available to researchers to effectively and efficiently assess stakeholder
(employees, management, students, clients, etc.) perceptions and attitudes for a
variety of purposes. According to (Kraut, 1996), survey purposes include the
pinpointing of organisational concerns, observing long-term trends, monitoring
program impact, providing input for future decisions, adding a communication
channel, performing organisational behaviour research, assisting in organisational

change and improvement, and providing symbolic communication.

Because the value of a survey in addressing these purposes is dependent on
individuals participating in the research effort, item-nonresponse is a great concern
among researchers and others, who conduct, analyse, interpret, and act on survey
results. Low item response rates can cause smaller data samples. Smaller data
samples decrease statistical power, increase the size of confidence intervals around
sample statistics, and may limit the types of statistical techniques that can effectively
be applied to the collected data.

Res_;_arch on issues pertaining to item-nonresponse has a long history; the
research continues todﬂymﬁced by a quick look at the large number of recent

_/Bublications and books referenced in this study. F. Stanton (1939) wrote one of the
first empirical pieces on the topic in the Journal of Applied Psychology titled, Notes
on the Validity of Mail Questionnaire Returns.

However, very little scholarly work is done on item-nonresponse in Ghana.

The realization of how badly item-nonresponse bias can affect the interpretation of

survey results can be a key driver towards the development of a variety of techniques



to enhance item response rates. Therefore, it is crucial to have a better understanding

of item-nonresponse in Ghanaian surveys.

1.6 Scope and Limitations

The study will basically be structured within the confines of the project
subject matter. Typical of most scientific social researches, it is envisaged that, the

proposed study will suffer the following set-backs;

% Resources inadequacy: finance and logistics since the entire project will
be funded solely by me.
% Time constrain will also be a challenge.

& The unavailability of relevant literature on the study subject matter in the

school library could be a threat to the project quality.

1.7 Thesis Organization

The study shall be organized in five related chapters. The opening chapter,
chapter 1 will highlight the central theme of the research. Chapter 2 will be on the
review of relevant literature, these will include summary of abstracts of contribution
of variables with regard tothe model used. Chapter 3 will consider some

methodotogical approaches in arriving at reliable empirical findings (formulations

and methods of solution). Chapter 4 will consider data analysis and discussion of

e —

results. Chapter 5 covers the conclusions and recommendations, the summary and

suggested areas of possible future investigation.
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CHAPTER 2
LITERATURE REVIEW

2.0 Introduction

The purpose of this research is to understand how item and person
characteristics affect item-nonresponse using data from a Ghanaian opinion survey.
To provide the necessary background, this literature review will cover theories on
item-nonresponse, types of item-nonresponse, factors affecting item-nonresponse,
and previous work on item-nonresponse. Previous applications of IRT models will

also be covered.

2.1 What is Item-Nonresponse?

We will start by first looking at unit nonresponse, this occurs when data for a
whole unit of analysis are not available for statistical analysis. It may be because
units could not be contacted or refused to cooperate, or because the questionnaire of
a unit that did cooperate got lost during data editing or analysis (Lessler and
Kalsbeck. 1992). Unit nonresponse falls outside the scope of this research. Unit

nonresponse is often called first-level nonresponse.

Item=nonresponse is referred to as second-level nonresponse. Here, the unit
S ﬂ__-,_..—-—-*-"’—
has participated, but data on particular items are unavailable. The term unavailable is

—sed on a purpose. Whether or not an answer is counted as missing depends on the

goal of the study. For instance, ‘don’t know’ can be viewed as a meaningful response
to a question about voting-intentions in an election poll. For other questions (e.g.,
income), ‘don’t know’ has no informational value and is counted as missing.
Therefore, an item is missing if the researcher interprets it as such, and decides that

some kind of treatment is required. Thus, item-nonresponse 1S Ei gy the failure
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to obtain information for a question in an interview or questionnaire, so data are
missing (see also Groves, 1989). In this research, ‘don’t know’ responses are

considered missing.

2.2 Types of Item-Nonresponse

A basic distinction concerning missing data is that data are missing
completely at random, missing at random, or not missing at random. This distinction
is important because it refers to quite different processes, requiring specific strategies
in subsequent data analysis (Little and Rubin; 1987 cited from de Leeuw et al.,

2003).

In order to define the three kinds of missing data, (Rubin, 1976) distinguishes
between the observed data Y, and the missing data ¥,,;,. Together, these constitute
the complete data matrix ¥ = (¥,ps, ¥miss). Here, we adapted this notation to the latent
variable framework. ¥ here is the complete data matrix that consists of the observed
item responses Y, and the omitted responses ¥omiss of the k items Y, to Y, indexed by
i The values of a latent variable & can also be considered to be missing data. In large-
scale assessments, it is a common practice to include covariates such as gender and
social economic status in the-analyses. All covariates constitute the matrix Z. MCAR

e /__,‘——-""—_’_-
denotes the case where the distribution of missing data is independent of ¥obs, ¥miss

g

and a given multivariate covariate Z. That is, P(D | Yops, ¥Ymiss» £, €) = P(D). The

matrix D is an indicator matrix consisting of the indicator variables d; that marks the

occurrence of the values of ¥,

1, if Y;is observed
d {0, if Y; is not observed (2.1)

12
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MAR holds if the distribution of the missing data is only dependent on the
observed variables ¥,;; and Z but not dependent on the unobserved values of missing

data Y,iss and & This is equivalent to the expression P(D | Yops, Yomisss £, &) = P(D |

Yahs: Z)

The third type, called MNAR, can be written as P(D | Yop5, Yomiss, £, &) # P(D |
Y,s. Z). It is the opposite of MAR. That means the conditional distribution of the

missing data given Y, and Z depends on the unobserved.data Y, and possibly ¢.

2.3 Theories on Item-Nonresponse

Three theoretical frameworks that seem to dominate the literature on
individual response behaviour are the cognitive model, the rational choice
framework. and the satisficing theory. These models can be applied to the

explanation of a variety of aspects of respondent behaviour, one of them being item-

NONTesponse.

2.3.1 Cognitive Model Theory

After early models developed in cognitive psychology (Lachman et al., 1979)

focused exclusively on individual thought processes, the cognitive model of

e

respondent behaviour exténded this framework by also taking social aspects of the

____survey situation ‘1to consideration. This conceptualization of response behaviour

separates several stages in the process of answering a question at which a respondent

has to master distinct tasks: After having heard or read a question, the respondent

must interpret the information. The issue addressed by the interviewer has to be
recognized; the respondent must understand the content of the question and mentally

connect it to familiar concepts. At this stage of the interview, problems may arise
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depending on the technicality of the question or the common understanding and
definitions used by respondent and interviewer. Here face-to-face interviews bear the
advantage of gllowing for feedback between the interview partners regarding the
intended content of the question (Riphahn and Serfling, 2002).

At the second cognitive stage after the content of a question has been
communicated the respondent has to gather the required information. Here the
familiarity of the issue matters: Being asked about ones' age imposes less of a
cognitive effort than answering, say, about the amount.of interest earned on building
society accounts during the past calendar year. The more complex the issue the more
is required of the respondent's knowledge, cognitive ability, and willingness to
recollect the relevant information (Riphahn and Serfling, 2002).

After the respondent successfully gathered the required information, the
questionnaire may impose a certain format on the answer to which the information
has to be trahslated. Examples are categorical answers, Or subjective intensity
statements. Even when being aware of the correct answer, its format may require
additional ‘translation efforts’ by the respondent. The final cognitive stage then
consists of a possible adjustment of the information with the purpose of attaining

objectives : §_£ch as self—r/e/pl'ggt;maﬁon or social desirability of the answer. Only after

the respondent refiltered the intended answer through these additional ‘mental

__.-—-l-'—-.‘-'

screens’ is the answer provided (Riphahn and Serfling, 2002).

2.3.2 Rational Choice Theory
Rational choice theory was early on advanced through (Esser, 1984), and is
still heavily relied upon. Esser (1984) views respondent behaviour as the outcome of

an evaluation process: In any given situation the respondent evaluates behavioural
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alternatives based on their expected consequences and chooses the best maximizing
subjectively expected utility. Within this framework the process of responding to a
question consists of three stages: First a situation and the particular question at hand
must be understood, then behavioural alternatives are to be evaluated, and finally the
preferred behaviour is chosen (Riphahn and Serfling, 2002).

The rational choice approach predominates the analysis of survey response:
Referring back to Dillman (1978), Hill and Willis (2001) state that an individual
answers a survey if the act of participation is expected to bring rewards that exceed
the cost of participation. The rewards to participation may include pecuniary and
non-pecuniary rewards such as social acknowledgment by being positively regarded
and appreciated by others. The costs considered by (Hill and Willis, 2001) consist of
the length of time it takes to respond, but also of the emotional experience of going
through potentially embarrassing, painful or cognitively difficult interviews. These
cost considerations allow one to expect different response behaviours based on the
perceived privacy of questions (Riphahn and Serfling, 2002).

Schrapler (2001) in his investigation of item-nonresponse similarly discusses
costs and benefits connected to the decision of whether to provide the desired
infonnatig:_i or not: Wﬁ;}eﬁm of responding consist of supporting a

potentially appreciated cause (€.8. scientific value, public interest) and of avoiding

—

the negative effects of a refusal such as breaking social norms generated by the
interview situation or violating courtesy towards the interviewer. The impact of the
latter two factors distinguishes face-to-face from telephone interviews. Key costs of
answering a survey consist of the potential negative consequence of providing
private int’orm.alion (e.g. from tax authorities or through data abuse and breach of

privacy) as well as of the necessary effort to recall the facts desired by the

15
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questionnaire. The cost of providing income information in particular is hypothesized
by Schrapler to show a U-shaped pattern: If income is low, individuals may be too
embarrassed to tell the truth, if it is very high, individuals may be reluctant to reveal
this information to a stranger.

A separate aspect connected to the rational choice framework of participation
decision is the relevance of trust in the interview situation. If a respondent is
distrustful of the interviewer or his motivation, he is less ready to expend effort to
provide information or even to reveal information at all. Hill and Willis (2001) first
refer to Dillman (1978) who emphasized the relevance of trust, and then describe the
steps taken in the Health and Retirement Survey to render the interviewer more
trustworthy. Schrapler (2001) discusses the importance of a process he terms
‘confidence building’ which involves reducing the social distance between the

interviewer and the respondent over time to increase trust and to reduce the fear of

negative consequences of sensitive statements.

2.3.3 Satisficing Theory
Krosnick’s satisficing theory (1991), posits three factors that affect the

process of answering questions. The first being the motivation of the respondent to

perform the task, the ~second is- the difficulty of the task, and the last is the

___respondent’s cognitive ability to perform the task. This theory elaborates on a

standard question-answering process-model developed by (Tourangeau and Rasinski,
1988). This identifies two processes that explain differences in response quality,
namely optimizing and satisficing. Optimizing means that the respondent goes
through all the cognitive steps needed to answer a survey question, whiles satisficing

means a respondent gives responses that appear reasonable or acceptable without
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going through all the steps involved in the question-answering process. Satisficing
has a relationship with the motivation of the respondent, the difficulties of the task,
and the cognitive abilities of the respondent. Difficult questions and low cognitive
abilities may lead respondents to pfovide a satisfactory response instead of an
optimal one. Optimizing strategy often provides more reliable responses than a

satisficing strategy (Borgers and Hox, 2001).

In sum, the main theoretical approaches focus on.the cognitive process of
providing information, motivation, ‘as well as_on.cost-benefit calculations of the
individual. The latter may well be influenced by measures of confidence building on
the part of the survey administration and the level of trust established in the personal

relationship between interviewer and respondent.

2.4 Previous Research on Item-Nonresponse

Evidence on the determinants of item-nonresponse is relatively scarce and
most relevant studies are rather recent. Among the earlier studies Lillard et al.
(1986), motivated by rising nonresponse rates, investigate the distribution of item-
Nnonresponse in the United States' Current Population Survey. The authors distinguish
between individuals who refused to respond only to the mncome question and those

who did not answer a number of questions. While the latter group represents the

lower part of the income distribution, the probability of an exclusive income

nonresponse increases with income. Earnings were more likely to be reported in
personal compared to telephone interviews (Riphahn and Serfling, 2002).

Similarly, Sousa-Poza and Henneberger (2000) focus on the income question
in Swiss telephone interviews and attempt to explain the determinants of item-

nonresponse. They find that nonresponse probabilities are significantly lower for
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respondents with high education and higher among the self-employed and home
owners. The authors investigate the relevance of matching the characteristics of
interviewers and respondents and show that similarity in age increases the response
probability, that education differences do not affect item-nonresponse, and that male
interviewers are more successful in eliciting income information than female. Since
the share of response behaviour that can be explained by characteristics of the
interview partners or by their matching is limited, they conclude that the observed
wage data are not biased by the large'(wage) item-nonresponse encountered In
telephone interviews.

This finding is basically confirmed by Biewen (2001), who compares
alternative methods to address item-nonresponse based on GSOEP data, and shows
that nonresponse of income is highest in the tails of the income distribution.
However, he points out that nonresponse is only weakly associated with personal
characteristics and mainly driven by unobservables. An earher study of (Zweimuller,
1992) using Austrian data is similar to (Biewen, 2001). Estimating wage equations
for women, (Zweimuller, 2001) however concludes that seclection due to survey
nonresponse is of larger importance than the usually addressed selectivity bias.

Schrapler's (2001) contribution focuses on the longitudinal development of

— /.-’"’__'
item nonresponse for gross earnings and measures of individual concerns. Similar to
~(Lillard et al., 1986) and to (Biewen, 2001) he finds evidence that those in low social
positions (also females and the young) tend to withhold income information. Again
and just as in the data of (Sousa-Poza and Henneberger, 2000), respondents seem to
be much more uncooperative in front of females than males. Schrapler concludes that
the relationship between respondent and interviewer is of key significance, as with

increasing trust the item-nonresponse rate falls off over time.
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With a focus on improving survey administration, Hill and Willis (2001)
evaluated the effectiveness of paying respondents for their time and of enhancing the
psychic value of participation for unit nonresponse: Reassigning the same
interviewer to a given respondent has powerful effects on the propensity to respond,
as trust can be established between the interview partners over time. The authors
emphasize the importance of the respondent's engagement and cognitive ease with
the interview as predictors of survey participation (Riphahn and Serfling, 2002).

Loosveldt et al. (1999) used Belgian data to compare the correlation of item-
nonresponse behaviour for a variety of questions with subsequent unit nonresponse.
The differences in item-nonresponse across questions are interpreted as a
consequence of the questions' varying cognitive difficulty and the sensitivity of the
relevant issues. The authors find a positive correlation between item and subsequent
unit nonresponse (Riphahn and Serfling, 2002).

In his investigation of item-nonresponse as a precursor of panel attrition, and
whether or not the results in models of item nonresponse behaviour are affected by a
selectivity bias due to panel attrition using data from the German socio-economic
panel (GSOEP), Serfling (2004) found evidence for negative correlation of item-

nonresponse ‘and unit nonresponse. He also found by mcans of a bivariate probit

e

model that attrition bias is item-specific.

7 Durrant (2005) reviewed and discussed the advantages and disadvantages of
several imputation methods for handling item-nonresponse in the social sciences and
found that, certain forms of fractional and multiple hot deck methods perform well

with regards to bias and efficiency of a point estimator and robustness against model

misspecifications but standard parametric imputation methods were not found

adequate.
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Borgers and Hox (2001) investigated nto the cffect of tem and person
characteristics on item nonresponse for written questionnaires used with school
children. Secondary analyses were done on questionnaire data collected in five
distinct studies. To analyse the data, logistic multilevel analysis was used with the
items at the lowest and the children at the highest level. ltem-nonresponse turned out
to be relatively rare. They realized that item-nonresponse can be predicted by some
of the item and person characteristics. They also found that there are interactions
between item and person characteristics, especially with the number of years of
education. which was used as a proxy indicator for cognitive skill. They finally
concluded that young children do not perform as well as children with more years of
education, by producing more itlem-nonresponse.

After reviewing the theoretical and empirical literature on ilem-nonresponse,
Riphahn and Serfling (2002) in their study on item-nonresponse on income and
wealth questions, focused on three issues: First, they found a significant
heterogeneity in item-nonresponsc across financial questions. Nonresponsc rates
varied widely, which showed up in significant question specific fixed effects in
nwdehofhm*nwnﬁcm.mmcyrulinddmmutwm
much to be gained for mw value of surveys from matching interviewers
MWBMMMWWMMWM‘MM“

o olled for. Their third key result with respect 1o ‘don’t know” answer options in
ummmuwowm'nmwum
wehm&mMﬁghMmmhMme
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Using data on annual individual labour income from three representative
panel datasets (GSOEP, BHPS, HILDA), Frick and Grabka (2007) investigated into
the selectivity' of item-nonresponse, and the impact of imputation as a prominent
post-survey means to cope with this type of measurement error on prototypical
analyses (earnings inequality, mobility and wage regressions) in a cross national
setting. They found that all three panels made use of longitudinal information in their
respective imputation procedures, however, there were marked differences in the
implementation.  Firstly, although [the —probability of item-nonresponse 1S
quantitatively similar across countries, their empirical investigation identified cross-
country differences with respect to the factors driving item-nonresponse. Secondly,
longitudinal analyses yielded a positive correlation of item-nonresponse on labour
income data over time and provided evidence of item-nonresponse being a predictor
of subsequent unit nonresponse, thus supporting the ‘cooperation continuum’
hypothesis in all three panels. Regression results for wage equations based on
observed (complete case analysis) vs. all cases and controlling for imputation status,
indicated that individuals with imputed incomes, ceteris paribus, eamn significantly

above average in GSOEP and HILDA, while this relationship is negative using

BHPS data;

= _
The Gallup organisation has developed a series of 13 questions to gauge

e —

employee satisfaction with the workplace. The questions consist of an overall
satisfaction item, followed by twelve agree-disagree statements regarding various
aspects of the workplace. The twelve questions are referred to as the ‘Q-12’ and are
administered both in interviewer-assisted formats and self-administered mode for a
paper administration, there have been several different designs used, depending on

the preferences of the client. Through these various designs, it was observed that
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item-nonresponse to the overall satisfaction question was often higher than the next
question, which is the first of the 12 agree-disagree questions. In some cases,
nonresponse to the satisfaction item had exceeded 25%, while nonresponse to the Q-
12 agree/disagree items that followed was seldom more than 1 or 2%. Dillman et al.
(2000) reviewed the various self-administered formats that had been used to ask this
series of 13 questions in the prescribed order and their resulting item-nonresponse
rates. Overall, they found that three of the eleven visual formats appeared to bring
the item-nonresponse rates down to the point of exhibiting little if any differences
between the satisfaction and agree/disagree items. They included; an extensive word
simplification, changing the visual organisation of the first question in the sequence,
and grouping of a second item with the satisfaction items in conjunction with the
omission of the don’t know categories for the first items.

Groves and Peytcheva (2006) designed fifty-nine methodological studies to
estimate the magnitude of nonresponse bias in statistics of interest. These studies use
a variety of designs: sampling frames with rich variables, data from administrative
records matched to-sample case, use of screening interview data to describe
nonrespondents to main interviews, follow-up of nonrespondents to initial phases of
field effort; and measures of behaviour intentions to respond to a survey. This

—— P

S

permits exploration of what circumstances produce a relationship between

__...-I--'-—- )

nonresponse rates and nonresponse bias and what do not. The predictors are design

features of the surveys, characteristics of the sample, and attributes of the survey

statistics computed in the surveys.

Devey et al. (2006) advanced a theoretical model that explains organizations'

nonresponse to surveys as a predictable aspect of organizational behaviour and

structure. They argued that survey researchers must take into account the authority,
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capacity, and motive to respond of both the organizations sampled and the designated
respondent within the organization. Their analysis identified a series of
organizational sources of nonresponse that have clear consequences for final sample
bias. These include resource independence from the environment, subsidiary status,
information dispersal in large establishments, and lack of staff dedicated to
information pr_ocessing. They provided suggestions for future organizational survey
design and for analysis strategies to cope with sample selection bias.

Immerwahr et al. (2008) evaluated techniques-used in a telephone survey to
‘convert’ initial item-nonresponse in two questions: self-reported age and annual
household income. The use of follow-up questions to initial ‘don’t know/not sure’
and ‘refused’ responses substantially reduced overall item-nonresponse for both age
and income. Initial nonresponse to self-reported age was 4.5%. A follow-up question
to convert initial item-nonresponse brought the proportion of cases without age data
down to 0.3%, a 93.6% reduction. Use of a ‘critical value’ follow-up reduced item-
nonresponse to household income from an initial level of 13.7% to 8.7%, a reduction
of 33.7%. These techniques can reduce item-nonresponse during data collection,

reducing the potential for survey error.

Sijtsma and Van der Ark (2003) discussed a statistical test for investigating
— /_...-——-—"'-_'__

whether or not the pattern of missing scores in a respondent-by-item data matrix IS

___-——-—-_

random. Since this is an asymptotic test, they investigated whether it was useful in
small but realistic sample sizes. They then discussed two known simple imputation
methods, person mean and two-way imputation, and they proposed two new
imputation methods, response-function and mean response-function imputation.
These methods are based on few assumptions about the data structure. An empirical

data example with simulated missing item scores showed that the new method
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(Response-Function) was superior to the methods (Person Mean), (Two-Way), and
(Mean Response-Function) in recovering from incomplete data several statistical
properties of the original complete data. Methods Two-Way and Response-Function

are useful both when 1tem score missingness is ignorable and nonignorable.

2.5 History of Item Response Theory (Brief)

The first intimations of IRT can perhaps be seen in Thurstone’s (1925) paper,
entitled ‘A Method of Scaling Psychological and Educational Tests.” In it, he offers a
solution to a problem of great interest at the time-how best to place the items of the
Binet and Simon (1905) test of children’s mental development on an age-graded
scale. Using data from a large sample of London school children, he plots the
proportions of children in successive age cross sections succeeding on successive
Binet tasks. In an accompanying plot, he shdws the age grading of the tasks resulting
from his scaling procedure. These plots have many features suggestive of modern
IRT (Bock, 1997).

Thurstone dropped his work in measurement to pursue the development of
multiple factor analysis, but his colleagues and students continued to refine the
theoretical bases of IRT (Steinberg and Thissen, in draft). Richardson (1936) and

Ferguson (1943) introduced the normal ogive model as a means to display the

___praoportions correct for individual items as a function of normalized scores. Lawley

(1943) extended the statistical analysis of the properties of the normal ogive curve
and described maximum-likelihood estimation procedures for the item parameters
and linear approximations to those estimates. Lord (1952) introduced the idea of a

latent trait or ability and differentiated this construct from observed test score.
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Lazarsfeld (1950) described the unobserved variable as accounting for the observed

interrelationships among the item responses.

Considered a milestone in psychometrics, Embretson and Reise (2000), Lord
and Novick’s (1968) textbook entitled Statistical Theories of Mental Test Scores
provides a rigorous and unified statistical treatment of classical test theory. The
remaining half of the book, written by Allen Birnbaum, provides an equally solid
description of the IRT models. Bock and several student collaborators at the
University of Chicago, including Dayid Thissen, Eiji Muraki, Richard Gibbons, and
Robert Mislevy developed effective estimation methods and computer programs such
as Bilog, Multilog, Parscale, and Testfact. Along with Aitken (Bock and Aitken,
1981), Bock developed the algorithm of marginal maximum likelihood method to

estimate the item parameters that are used in' many of these IRT programs.

In a separate line of development of IRT models, Rasch (1960) discussed the
need for creating statistical models that maintain the property of specific objectivity,
the idea that people and item parameters be estimated separately but comparable on a
similar metric. Rasch inspired Fischer (1968) to extend the applicability of the Rasch
models into psychological measurement and Ben Wright to teach these methods and

help to inspire other sm the development of the Rasch models. These

___students, including David Andrich, Geoffrey Masters, Graham Douglas, and Mark

Wilson, helped to push the methodology into education and behavioural medicine

(Wright, 1997).

2.6 Previous Applications of IRT
Over the past three decades, since the publishing of Lord and Novick's

of Mental Test Scores in 1968 and Fischer's Einfuhrung in die
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Theorie psychologischer Tests in 1974, item response theory (IRT) has developed
rapidly. This 1s demonstrated in the Handbook of Modern Item Response Theory
(Van der Linden and Hambleton, 1997) with chapters on a wide range of topics in
IRT. The study of individual responses to behavioural stimuli has clearly evolved
into a major discipline of psychometric theory (Boomsma et al., 2000).

Vendramini and Silva (2001) conducted a study to analyse the validity
evidences based on intern structure of the Attitudes toward Statistics scale by Item
Response Theory. The Rasch polytomous models were:shown as favourites, for their
characteristics, for the application in the field of personality, attitudes and interests
measurement. They analysed the responses of 693 undergraduate that had already
studied the Statistical course in the higher education. The principal results of their
study indicated validity evidences in the intern structure of the scale. They believed
that the study of the attitudes in relation to the Statistics can contribute for the
improvement of the teaching and of the learning of this course and of another that
need statistical concepts.

Hedeker et al. (2001) applied item response theory models for intensive
longitudinal data. They described IRT models and some key developments in the
IRT literature, and illustrated their application for intensive longitudinal data. In

- /..—-—*"'—'—
particular, they related IRT models to mixed models and indicated how software for
—_-l—l'rcflaucr could be used to estimate the IRT model parameters. Using Ecological
Momentary Assessment data from a study of adolescent smoking, they described
how IRT models can be used to address key questions in smoking research. They
analysed whether or not a smoking report had been made in cach of 35 time periods,
defined by the crossing of seven days and five time intervals within each day. The

[RT model was able to identify which time periods were most associated with
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smoking reports; and also which time periods were the most informative, in the sense
of discriminating underlying levels of smoking behaviour. As indicated, weekend
and evening ht-)urs yielded the most frequent smoking reports, however morning and,
to some extent, mid-week reports were most discriminating in separating smoking
levels.

Kirisci et al. (2001) applied item response theory to quantify substance use
disorder severity. Their investigation had two main goals: (1) to determine whether
binary substance use disorder diagnosesare indicators of a unidimensional trait
indexing severity of disorder; and, (2) demonstrate the predictive, concurrent and
construct validity of the substance use disorder severity scale. Boys and their
biological parents were administered structured diagnostic interviews to diagnose
substance use disorder. Item response theory (IRT) was applied to determine whether
the diagnoses are indicators of a unidimensional trait. The score on this scale was
correlated with substance use behaviour, violence, treatment history, risky sex, and
social adjustment. They found that substance use disorder diagnoses are indicators of
a unidimensional latent trait. Maternal and paternal substance use disorder severity
predicted son’s substance use disorder severity at age 19. The score on the substance
use disorder severity scale cerrelated with drug use frequency, number of different

R //‘-_I
drugs used in lifetime, treatment seeking, illegal behaviour, social maladjustment,

__—l-—-——-

and ﬁsky sex. They concluded that substance use disorder can be quantified on an
interval scale indexing severity of disorder.

In their article on applications of item response theory to identify and account
for suspect rater data, Zoanetti et al. (2001) described a plausible values imputation
approach for deriving population scores on several language proficiency domains.

The approach harnessed a multi-dimensional item response analysis combining

-



student responses, rater judgements and student background variables. The target
population was grade one and grade two primary school students enrolled in the
Hong Kong schooling system. The raters were local teachers of English employed
within the sampled schools. The priméry objective of their research was to impute
plausible values for data where no data was provided or where rater data was deemed
suspect. By necessity, a secondary objective of this study was to establish rules for
justly excluding particular data on the basis of questionable validity. Surveys such as
TIMSS, PISA and NAEP have used such ‘plausible value’ methodologies to account
for incomplete test designs and person nonresponse. The point of difference between
their study and other similar studies was the use of item response theory (in
particular plausible values) to replace and quantify the impact of potentially invalid
rater judgements in a large-scale educational survey.

Klauer and Sydow (2001) proposed and applied a new model-based method
for analysing learning processes 1n so-called short-term learning tests. Learning was
measured by means of a two-dimensional item response theory model that
incorporates two latent factors: ability level and learning ability, The model allows
one to assess the impact of both variables and their correlation for given data sets in a
manner thaf_'_"'i"h'lplicitly correets for statistical artefacts that arise in conventional

e

analyses. The model was applied to four short term learning tests administered to 434

mciren aged five to six years. Model tests and tests for empirical validity of the

model parameters succeeded in establishing construct validity for one of these tests.
Verhelst and Verstralen (2001) presented an IRT model for multiple ratings.

They assumed that the quality of a student performance has a stochastic relationship

with the latent variable of interest. They showed that the ratings of several raters are

not conditionally independent given the latent variable. The model gives a full
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account of this dependence. Several relationships with other models appear to exist.
The proposed model is a special case of a nonlinear multilevel model with three
levels, but 1t can also be seen as a linear logistic model with relaxed assumptions
(LLRA). Moreover, a linearized version of the model turns out to be a special case of
a generalizability model with two crossed measurement facets (items and raters) with
a single first-order interaction term (persons and items). Using this linearized model,
they showed how the estimated standard errors of the parameters are affected if the
dependence between the ratings is ignored.

Jansen and Glas (2001) considered a latent trait model developed by Rasch
for the response time on a set of pure speed tests, which is based on the assumption
that the test response times are approximately gamma distributed with known index
parameters and scale parameters depending on subject ability and test difficulty
parameters. In their study, the principle of Lagrange multiplier tests was used to

evaluate differential test functioning and subgroup invariance of the test parameters.

Two numerical illustrations were given.

Confronted with incomplete data due to nonresponse, a researcher may want

to impute missing values to estimate latent properties of respondents. In their study,

e

Huisman aﬁ'df" Molenaar (2001) presented the Tresults of a simulation study.

Investigating the performance of several imputation techniques, it appeared that

T

some imputation procedures are based on item response theory (IRT) models, which

can also be used to estimate latent abilities directly from the incomplete data by

using incomplete testing designs when data are missing by design. This strategy had

some serious disadvantages in the case of item-nonresponse, because nonresponse

was assumed to be ignorable and computational problems arose in scales with many

items. In a second simulation study, the performance of some imputation techniques
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was compared to the incomplete design strategy, in the case of item-nonresponse.
The latter strategy resulted in slightly better ability estimates, but imputation is
almost as good, especially when it is based on IRT models.

A nonparametric item response theory (IRT) model for the circumplex is
introduced by Mokken et al. (2001), based on previous nonparametric IRT model for
cumulative scaling, and nonparametric IRT model for unfolding. Some examples of
circumplex representations in the social sciences were given. Model fit was based
first on an extension of Loevinger's coefficient of homogeneity using quadruples as
elementary units of analysis. Diagnostics for the probabilistic circumplex were
suggested. Assignment of (ordinal) scale values was based on the notion of item
steps, as developed earlier. The model they presented was based on dichotomous
pick any/k data. Suggestions for extension to rank m=k data and to polytomous data
were discussed.

Following in the nonparametric item response theory tradition, DIMTEST 1s
an asymptotically justified nonparametric procedure that provides a test of
hypothesis of unidimensionality of a test data set. Stout et al. (2001) introduced a
new bias correction method for the DIMTEST procedure based on the statistical
principle of fesampling. A simulation study showed this new version of DIMTEST

—_— //—”"—’-—_
has a Type I error rate close to the nominal rate of o= 0.05 in most cases and very

_—'Ei_g};power to detect multidimensionality in a variety of realistic multidimensional

models. The result with this new bias correction method was seen as an improved

DIMTEST procedure with much wider applicability and good statistical

performance.

[tem response theory (IRT) models are used to describe answering behaviour

on tests and examinations. Although items may fit an IRT model, some persons may

30

Bz B E E wWoWEw W
- N

B TEET TR T WA R MW e RS R W W w e



produce misfitting item score patterns, for example, as a result of cheating or lack of
motivation. Several statistics have been proposed to detect deviant item score
patterns. Misfitting item score patterns may be related to group characteristics such
as gender or race. Investigating misfitting item score patterns across different groups
is strongly related to differential item functioning (DIF). Meijer and Krimpen-Stoop
(2001) studied the usefulness of person fit to compare item score patterns for
different groups. In particular, the effect of misspecification of a model due to DIF
on person fit was explored. Empirical data of a math test were analyzed with respect
to misfitting item score patterns and DIF for men and women and blacks and whites.
Results indicated that there were small differences between subgroups with respect to
the number of misfitting item score patterns. Also, the influence of DIF on the fit of a
score pattern was small for both gender and ethnic groups. The results imply that
person-fit analysis is not very sensitive to model misspecification on the item level.
Post, Duijn, and Baarsen (2001) investigated how a motivated choice can be
made for the analysis of an item set using either a cumulative item response model
with monotone tracelines, modeling dominance relations, or a unimodal item
response model with single-peaked tracelines, modeling proximity relations. The
focus was on item sets consisting of positively and negatively formulated items (with
= ,,-""’—-—_'_

respect to the latent trait to be measured), where the common practice is to reverse

———

one type of item. The differences between the cumulative and unimodal model were
studied theoretically, in terms of item location and item order, and empirically, in a
reanalysis of a sample of De Jong Gierveld loneliness scale data. Item locations, and,
in the case of the unimodal model, also subject locations were shown to be important

determinants of the differences. For the loneliness scale data the analysis with the
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unimodal model 1s preferred over the cumulative model. An outline of a
recommended strategy for an IRT analysis of scaling data was given.

Several large-scale educational surveys use item response theory (IRT)
models to summarize complex cognitiﬁe responses and relate them to educational
and demographic variables. The IRT models are often multidimensional with pre-
specified traits, and maximum likelihood estimates (MLEs) are found using an EM
algorithm, which is typically very slow to converge. Rubin and Thomas (2001)
showed that the slow convergence is due primarily to missing information about the
correlations between latent traits relative to the information that would be present if
these traits were observed (‘complete data’). They showed how to accelerate
convergence using parameter extended EM (PX-EM), a recent modification of the
EM algorithm. The PX-EM modification is simple to implement for the IRT survey
model and reduces the number of required iterations by approximately one-half
without adding any appreciable computation to ecach EM-iteration.

In item response theory, dominance relations are modelled by cumulative
models and proximity relations by unfolding models. Usually cumulative models are
used for the measurement of latent abilities and unfolding models for the
measurement of latent attitudes and preferences. The distinction between both types

— //_,._—-——'_
of measurement models is best represented by the shape of the item characteristic

curve which is monotone increasing in the cumulative model and single-peaked in

the unfolding model. A boundary case is a situation in which some items are

monotone decreasing and others are monotone increasing. In a study by Klinkenberg,

(2001), an extension of the one-parameter logistic model was proposed for that

situation. It was s
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by a simple data transformation. The model was illustrated using an empirical data
set.

Item response theory makes use of what are sometimes referred to as item
response functions. Such a function is actually a probability density function for the
response of an individual to a test item, given the values of certain parameters,
classified as item parameters and person parameters (or abilities). In testing, there is
typically a calibration phase, in which item parameters are estimated and abilities are
ignored. This is followed by an application phase, inwwhich abilities are estimated
while conditioning on the estimated values of the item parameters. A Bayesian
alternative to treating the item parameters as known quantities involves replacing
item response functions with another class of probability density functions, referred
to as expected response functions. The latter take the uncertainty regarding item
parameters intd account for purposes of estimating abilities. Lewis (2001) provided a
formal description of expected response functions and briefly illustrated their
application to the Rasch model for binary item responses.

Item response theory (IRT) is a powerful tool for the detection of differential
item functioning (DIF). Glas (2001) showed that the class of IRT models with
manifest pre’dfﬁ:tors is a comprehensive framework for the detection of DIF. These

—

models also supported the investigation of the causes of DIF. In principle, the

responses to every item in a test can be subject to DIF, and traditional [RT-based

detection methods require one Or morc estimation runs for every single item.
Therefore, he proposed an alternative procedure that can be performed using only a

single estimate of the item parameters. This procedure is based on the Lagrange

multiplier test or the equivalent Rao efficient score test. Glas (2001) also generalized

directions, the most important one being the possibility of

the procedure in various
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conditioning on general covariates. A small simulation study was presented to give
an impression of the power of the test. In an example using real data it 1s shown how

the method can be applied to the identification of main and interaction effects in DIF.



CHAPTER 3

METHODOLOGY

3.0 Introduction

In this chapter, a new model for understanding item-nonresponse 1is
introduced. We begin by formally describing the data set and the coding scheme
used. To provide the necessary background, this chapter will also cover a detailed
description of the problem model, the analysis plan, and the expected results. Under
this model, we define quantities of interest and briefly~explain the relevance of

parameter estimates.

3.1 Data Description

Since this study focuses on respondents cognitive ability, we wish to use data
that is least contaminated by technical problems in the process of survey research
operation. We also wish that the data are from a survey that is designed and

conducted by serious and professional survey practitioners. Finally, we wish the data

are from a study that is well-known and influential. The World Values Survey

(WVS) data stand out as an ideal source for this research purpose.

-

The World Values Survey is a global research project that explores people’s
__vahues and beliefs, how they change over time and what social and political impact
they have. It is carried out by a worldwide network of social scientists who, since

1981, have conducted representative national surveys in almost 100 countries. The

WVS is the only source of empirical data on attitudes covering a majority of the

world’s population (nearly 90%).
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The WVS measures, monitors and analyses: support for democracy, tolerance
of foreigners and ethnic minorities, support for gender equality, the role of religion
and changing levels of religiosity, the impact of globalization, attitudes toward the
environment, work, family, politics, national identity, culture, diversity, insecurity,

and subjective well-being.

The findings are valuable for policy makers seeking to build civil society and
democratic ins-titutions in developing countries. The work is also frequently used by
governments around the world, scholars, students, journalists and international
organizations and institutions such as the World Bank and the United Nations. Data
from the World Values Survey have for example been used to better understand the
motivations behind events such as the 2010-2011 Middle East and North Africa

protests, the 2005 French civil unrest, the Rwandan genocide in 1994 and the

Yugoslav wars and political upheaval in the 1990s.

The WVS originated from European Values Study (EVS) and extended to
countries outside Europe in 1981, which constituted the first wave of the WVS. The
surveys aim to be longitudinal as well as cross-cultural. The second wave of the

WVS (19965_\&35 cnnducmms after the first and embraces 42 countries. The

__interval between the waves was shortened to 5 years for the third (1995), fourth

(2000), and fifth (2005) waves, which includes 52 and 64 countries separately. In

total, the WVS covers 81 societies.

We selected the data from the fifth wave of the WYVS for this project since

that included Ghana. The WVS was conducted by the Institute of Social Research at

the University of Michigan (ISR) in collaboration with leading survey research
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organizations in each country. The Ghanaian survey in this wave was conducted by
Markinor Thinking. Tracy Hammond and Mari Harris were the principal
investigators in this project. The survey covers a variety of research topics, such as
socio-cultural, moral, religious, and political values and attitudes. It employs detailed
questionnaires and face-to-face interview techniques in methodology. Representative
samples were drawn from each country and the number varies from 1000 to 3500 per
country. The survey period for Ghana was from 19" February to 04™ April 2007

which included a sample of about 1500-individuals.

3.2 Sample Selection

It is a fact that respondents are inclined to give ‘don’t know’ answers 1o
difficult questions due to limitation of cognitive ability, or to sensitive questions due
to social desirability or political fear. The WVS covers a variety of topics that can
enable us test topical effect on item-nonresponsc. We grouped all the questions Into
six categories: life-related, value-related, politics-related, Income and wealth-related,
democracy-related, and questions on socio-demographic features. Life-related
questions include those on attitudes to life, confidence, marriage, religion, and

morality whereas Value-rglgmd_quesffions consist of those reflecting personal values

on environment, country priority, and future changes. Politics-related questions

e —

include questi-{)ns on institutional trust, political system, and international politics.
Income and wealth related questions consist of those relating to family savings, and
scale of income whiles democracy-related questions consist of those on governance

and democracy. The socio-demographic features include age, sex, educational level,

and employment status. Politics-related questions may be the most difficult to answer

in terms of task difficulty while life-related questions are the easiest. However,
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questions in all six categories can be sensitive depending on social and political
contexts. We finally selected five questions from each of the six categories randomly
for analysis. We further selected one question randomly from each of the categories

except those on socio-demographic features to be used for the IRT modelling and

construction of item characteristics curves.

3.3 Coding Scheme

Based on literature study, we used manual coding scheme to code all items.
All items were either assigned a value zero or one. Zero'was used when an item was
not answered or when a ‘don’t know’ answer was provided, and one was assigned
when an item was answered. This resulted in a matrix called an indicator matrix
consisting of the indicator variables d;that marks the occurrence of the values of item

responses, 1.€.

1L if Item i is observed
& {0, if Item.iis not observed 1)

3.4 Model
Item response theory (IRT) is an umbrella of statistical models that describe,

_:-""'-F-

in probabilistic terms, the relationship between a person’s response to a survey

question and his or her level of the ‘latent variable’ being measured by the scale.

_..-——"———.-r

This latent variable is usually a hypothetical construct, trait, domain, or ability,
which is postulated to exist but cannot be directly measured by a single observable

variable or item. Instead, it is indirectly measured using multiple items or questions

in a multi-item scale.

Hambleton (2000) stated that item response theory places the ability of the

respondent and the difficulty of the item on the same measurement scale so direct
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comparisons between respondents’ abilities and items are possible. The ability or
proficiency of the respondent is labelled theta (6). The test item characteristics are
described by the difficulty (), discrimination (a), and pseudo-chance (c) parameters.
It 1s important to mention that not all IRT models utilize all item parameters, and
there 1s a continuing debate about the appropriateness of these parameters. For
example, the Rasch model uses only the difficulty parameter and ignores the
discrimination and pseudo-chance parameters completely. Because the Rasch model
uses only the difficulty parameter as‘the only’item parameter, it is called a 1-PL
model (one parameter logistic). "Another ‘model uses both the difficulty and
discrimination item parameters and is called a 2-PL model. The model that utilizes
all three parameters is called the 3-PL model.

The underlying latent variable, expressed mathematically by the Greek letter
theta (§), may be any measurable construct, such as mental health, fatigue, or
physical functi.oning. The person’s lefel on this construct is assumed to be the only
factor that accounts for their response to each item in a scale. For example, a person
who knows the answer to a survey question will have a high probability of
responding. Someone who doesn’t know anything about the question is more likely

o /”———f : . . ) 5
not to provide a response {o that question or give a don’t know’ answer.

e ——

3.4.1 Rasch Model (1-PLM)

Rasch (1960) was the first to develop the one-parameter logistic model

(sometimes referred to as the"simple logistic model), however this model differed

from models discussed below. In the Rasch Model, a person is characterized by a

level on a latent trait &, and an item 1s characterized by a degree of difficulty 6. The
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probability of an item endorsement is a function of the ratio of a person's level on the
trait to the item difficulty 8/ (Tinsley, 1992).

Given that the data adequately fit the Rasch model, one can make simple
comparisons of the items and respondents according to the principles of specific
objectivity. Specific objectivity means that comparison of two items' difficulty
parameters are assumed to be independent of any group of subjects being surveyed,
and the comparison of two subjects' trait levels does not depend on any subset of
items being administered (Mellenbergh, 1994).;The Rasch-model assumes that the
items are all equal in discrimination (weight equally-en a factor) and that chance
factors (e.g. guessing) do not influence the response.

For a particular item, Rasch proposed a simple probability function, which

increases from zero to one with trait level, as:

§
PriCis e \ & % (3.2)

Model (3.2) has the interpretation of the probability of responding being equal to the
value of the person parameter § relative to the value of the item parameter & (Linden

and Hambleton, 1997). If we use current item résponse theory notation, substituting
— //—‘—__

e? for £ and e? for 8, we have:

___-'-'-'-_-.

e? 1 g(6-bi)

P{(e) = eﬂ + eb = 1 + e-(ﬂ-b) — 1 + e(e_bl) 5 ass sEs BAR BeE (3.3)

Where:

P,(6) is the probability of an ‘dividual with ability @ responding to item 7.

Jh -
b, is the difficulty parameter for the i" item.
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e is a transcendental number (natural log constant) whose value to three decimal
places 1s 2.718.

Model (3.3) shows the dependent variable, the probability of responding to an
item, as a function of the difference between two independent variables, the person’s
level on the underlying trait 8 and the item threshold b (difficulty). Rasch constrained
the sum of the difficulty parameters for all scale items to be equal to zero (i.e Xb; =
0), thus setting the scale of the 8 parameter. Given this constraint, the population
distribution of @ is unspecified. The distribution has-some-mean, relative to the
average item difficulty, and some variance, relative to-the ‘unit slope of the trace
lines. The shape of the population distribution [of #] is unknown; it is whatever shape

it has to be to produce the observed score distribution (Thissen and Orlando, 2001).

3.4.2 Two-Parameter Logistic Regression Model (2-PLM)

The two-parameter logistic model (Birnbaum, 1968) allows the slope or
discrimination parameter g, to vary across items instead of being constrained to be
equal as in the one-parameter logistic or Rasch model. The relative importance of the
difference between a person’s trait level and item threshold is determined by the

magnitude o_fjhé: discﬁminWof the item (Embretson and Reise, 2000). The

two-parameter logistic model trace line for the probability of responding to item i for

e m————

a person with latent trait level f is:

1 eDﬂi(e'bi)

PI(Q) = 1+ e‘Dﬂi(g-bi) _— 1 + eﬂaiw"bi) (34)

Where:

P;(0), b;, and e have the same definition as in equation (3.3).

D is a scaling factor equal to 1.7
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a; is the item discrimination parameter for the i item.
The scaling factor D in (3.4) is added to the model as an adjustment so that

the logistic model approximates the normal ogive model. Approximately half of the

literature includes the adjustment and half does not (Thissen and Steinberg, 1988).

3.4.3 Three-Parameter Logistic Regression Model (3-PLM)

The three-parameter logistic model (Lord, 1980) was developed in
educational testing to extend the application of item response theory to multiple

choice items that may elicit guessing. For item i, the three-parameter logistic trace

line is:
1 L. Cl‘, Dai[B bt}
P;(8) = c; + T o-Da(0-b) =c;+( ci) EWTICED T feitey)
Where:

P;(0), b;, a;, D, and e, have the same definition as in equations (3.3) and (3.4).
¢; is the item pseudo-chance parameter for the " item.
The guessing parameter ¢ is the probability of responding to an item i even if the

person does not know the answer. When ¢ = 0, the three-parameter model 1s

equivalent to the 2-PL _miodel. Including the guessing parameter changes the
_interpretation of other parameters in the model. The threshold parameter b is the

value of theta at which respondents have a (0.5 + 0.5¢)*(100) % chance of

responding to an item.

The parameters (6, b, a, ¢) are graphed in such a way as to yield important

information about the test items themselves. Figure 3.1 shows an item characteristic

curve for a hypothetical item with the identifying item parameters (Spencer, 2004).

item’s difficulty. Because this is on the same scale as the
42
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respondent’s ability, we can quickly identify which items are appropriate or
‘answerable’ by a given respondent with a given ability or proficiency. |

The item difficulty parameter (b) is plotted on the x-axis and is an indicator

L Pl e

as to the difficulty of the item. Easier items have a lower value for b and the

corresponding item traceline is shifted to the left. Harder items have a higher value

for b and the corresponding item traceline is shifted to the right.

1.00 T
.80 +
.80 +
.70 +
.60 +

P .s0l
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-20 4+
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Figure 3.1: Item Characteristics Curve

The discrimination parameter (a) indicates the slope at the inflection point of

the traceline—More discrimimating items have a steeper slope. Less discriminating

items have a much flatter slope, indicating that respondents of varying abilities have
e

a similar proﬁability in responding to the item. The pseudo-chance parameter ()

shifts the lower half of the traceline to a designated point above the x-axis. As the

==

traceline shifts upward, students of lesser ability have a greater probability of

responding. The pseudo-chance parameter can be construed as the probability of

responding by an examinee of extremely low ability.
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3.4.4 Goodness of Fit

A battery of fit statistics exists that indicate the degree to which a given IRT :

model adequately fits the empirical data. These are typically called Goodness of Fit

W LY Dl e

Indices. A poorly fitting model cannot yield theoretically invariant item and ability
parameters. Test for goodness of fit was performed to ensure that the appropriate
model is applied.

The R Package for Latent Trait Modelling provides two goodness of fit
statistics, namely, Goodness of Fit for Rasch Models which performs a parametric
Bootstrap test for Rasch and Generalized Partial Credit'models, and Fit of the model
on the margins which Checks the fit on the two- and three-way margins for the
various models. The former will be used when fitting the models to the empirical
data. In his presentation at the International Objective Measurement Workshop,

Smith (2002) discussed the application of fit statistics. His insight is that there is no
single universal fit statistic that is optimal for detecting every type of measurement
disturbance. Each statistic has its strengths and weaknesses. By identifying the
different types of measurement disturbances, one can select the most appropriate fit

statistic. This fit statistic can then be used to determine how adequately the selected

—

— ”_,.-f"-—__-_'_
IRT model fits the data.

—__— Smith further classifies fit statistics into three categories: total fit, within fit,
and between fit. These types differ in their purpose, and in the manner in which they
summarize the squared standardized residuals. Another term, misfit, is used to
identify when a model fails to adequately fit the data. The total fit statistic describes
misfit due to the interactions of any item/person combination. This statistic works
best in identifying random types of measurement disturbances between a target and

focal group. The between fit statistic compares logical groups such as gender,
44
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ethnicity, or age to detect item bias and is best at identifying systematic measurement
disturbances. The within fit statistic is similar to the between fit statistic. Whereas the
between fit statistic sums over the entire respondent sample, the within fit statistic is

summed over only the group of interest. Just as no single fit statistic functions

¥
L]
4
*
]
N

optimally to describe the various types of misfit, no single fit statistic functions best

for all conditions within these three categories.

3.4.6 Model Assumptions
IRT entails three assumptions:

1. A unidimensional trait denoted by @ ;
2. Local independence of items;

3. The response of a person to an item can be modelled by a mathematical item

response function (IRF).

The trait is further assumed to be measurable on a scale (the mere existence of a
test assumes this), typically set to a standard scale with a mean of zero and a standard
deviation of one. 'Local independence' means that items are not related except for the
fact that they measure thc same trait, which equivalent to the assumption of

~ unidimensionality, but presented  separately because multidimensionality can be
caused by other issues. The topic of dimensionality is often investigated with factor

analysis, while the IRF is the basic building block of IRT and is the centre of much

of the research and literature.
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3.5 Methods of Estimation

The various methods of estimation used in this study are presented here. They

include maximum likelihood estimation, estimation of model parameters, ability

B LY Pais o

estimation, estimation of goodness of fit indices, and estimation of model selection

indices.

3.5.1 Maximum Likelihood Estimation

IRT models are used to calculate a person’s trait level by first estimating the
likelihood of the pattern of responsesto theitems, given'the level on the underlying
trait being measured by the scale. Because the items are locally independent, the

likelihood function L is,

e ﬂ A R (36
=1

Which is simp-ly the product of the individual item probabilities p;(6). p; (@) models
the probability of responding to the item i conditional on the underlying trait 6.
Often, information about the population is included in the estimation process along

with the information of the item response patterns. Therefore, the likelihood function
1S a producl_bf the IRT probabilities-for each individual item i multiplied by the

population distribution of the latent construct b (0):
—

= np;(ﬁ')(ﬁ(ﬂ) it BT

i=1
Next, trait levels are estimated typically by a maximum likelihood method;

specifically, the person’s trait level maximizes the likelihood function given the item ,

properties. Thus, a respondent’s trait level 1s estimated by a process that, (1)

calculates the likelihood c_f a response pattern across the continuous levels of the
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underlying trait £, and (2) uses some search method to find the trait level at the
maximum of the likelihood (Embretson and Reise, 2000). Often times, this search :
method uses some form of the estimate of the mode (highest peak) or the average of

the likelihood function. These estimates can be linearly transformed to have any g

mean and standard deviation a researcher may desire.

3.5.2 Parameter Estimation

Because the actual values of the parameters of the items in a survey are
unknown, one of the tasks performed‘when a survey is analysed under item response
theory is to estimate these parameters. The obtained item parameter estimates then
provide information as to the technical properties of the survey items. In reality,
individuals ability scores are not known, but it is easier to explain how item
parameter estimation 1s accomplished if this assumption is made.

In the case of a typical survey, a sample of M individuals responds to the N
items in the questionnaire. The ability scores of these individuals will be distributed
over a range of ability levels on the ability scale. These individuals may be divided

into, say, / groups along the scale so that all the individuals within a given group
have the same ability level 8; and-there will be m; individuals within group j, where
(=123, ...]- Within a particular ability score group, 7j individuals respond to the
| oy L

given item. Thus, at an ability level of 6;, the observed proportion of responses 1s
:

|

| p(ﬂj) = ﬁ/mj, which is an estimate of the probability of responding at that ability

level. Now the value of 7; can be obtained and p(Bj) computed for each of the j &

ability levels established along the ability scale. If the observed proportions of |
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responses in each ability group are plotted, the result will be something like that

shown in Figure 3.2.
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Figure 3.2: Observed proportion of responses as a function of ability

Source: (Baker, 2001)

The basic task now is to find the item characteristic curve that best fits the observed

proportions of responses. To do so. one must first select a model for the curve to be

fitted. Any of the three logistic models could be used. The procedure used to fit the

curve is based upon maximum likelihood estimation. Under this approach, initial

values for the’item parameters, such as b =0, a = 1, and ¢ = 0 are established a
— ¥

s

priori. Then, using these estimates, the value of P(6;) is computed at each ability

s L5
level via the equation for the item characteristic curve model. The agreement of the

observed value of p(8;) and computed value P(8;) is determined across all ability
groups. Then, adjustments to the estimated item parameters are found that result in

better agreement between the item characteristic curve defined by the estimated :

values of the parameters and the observed proportions of responses. This process of

adjusting the estimates s continued until the adjustments get SO small that little
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improvement in the agreement is possible. At this point, the estimation procedure is

terminated and the current values of a, b, and ¢ are the item parameter estimates

(Baker, 2001).

3.5.3 Chi-Square Goodness-of-Fit

An important consideration within item response theory is whether a
particular item characteristic curve model fits the item response data for an item. The
agreement of the observed proportions of responses and those yielded by the fitted
item characteristic curve for an item'is measured by the.chi-square goodness-of-fit

index. This index is defined as follows:

J 2
o [p(6,) = P(6))]
X & | ;mj P(G})Q(G}) ses ssn ane ......(3.8)

where:

J is the number of ability groups.

6; is the ability level of group i

m; is the number of individuals having ability 6;.

-

p(0,) is the observed prOpeniﬁﬁ—TMEéﬁﬂnses for group J.

_P(8:) is the probability of responding for group j computed from the item

characteristic curve model using the item parameter estimates.

If the value of the obtained index 1s greater than a criterion value, the item
characteristic curve specified by the values of the item parameter estimates does not

fit the data. This can be caused by two things. First, the wrong item characteristic

curve model may have been employed. Second, the values of the observed

proportions of responses are S0 widely scattered that a good fit, regardless of model,
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cannot be obtained. In most tests, a few items will yield large values of the chi-
square index due to the second reason. However, if many items fail to yield well-
fitting 1tem characteristic curves, there may be reason to suspect that the wrong
model has been employed. In such cases, re-analysing the test under an alternative

model may yield better results (Baker, 2001).

3.5.4 Ability Estimation Procedures

Under item response theory, maximum likelihood procedures are used to
estimate an individual’s ability. As was the case for item parameter estimation, this
procedure is an iterative process. It begins with some a priori value for the ability of
the individual and the known values of the item parameters. These are used to
compute the probability of responding to each item for that individual. Then an
adjustment to the ability estimate is obtamned that improves the agreement of the
computed probabilities with the individual’s item _response vector. The process is
repeated until the adjustment becomes small enough that the change in the estimated
ability is negligible. The result is an estimate of the individual’s ability parameter.
This process is then repeated separately for each individual in the survey. However,

this proced@-.is based uwprﬂach that treats each individual separately.

Hence, the basic issue is how the ability of a single individual can be estimated. The

e —
estimation equation used is shown below:

-

g =0.%

5

Sa—alu—R@)] 3
YN . a;?P;i(65)Qi(6s) |
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where:

0, is the estimated ability of the individual within iteration s

a; 1s the discrimination parameter of item i, i = 1,2, ..., N

u; 1s the response made by the individual to item i: u;= 1 for a response, and u; = 0
for a nonresponse

P;(8,) is the probability of responding to item 7, under the given item characteristic
curve model, at ability level 8 within iteration s.

Qi(ﬁs) = 1-P;(0;) is the probability of not responding to item i, under the given item
characteristic curve model, at ability level 8 within iteration s.

The equation has a rather simple explanation. Initially, the 6. on the right side
of the equal sign is set to some arbitrary value, such as 1. The probability of
responding to each of the N items in the questionnaire is calculated at this ability
level using the known item parameters 1n th¢ given item characteristic curve model.
Then the second term to the-right of the equal sign is evaluated. This is the
adjustment term. The value of B.., on the left side of the equal sign is obtained by
adding the adjustment term to B,. This value, 0..,, becomes 6, in the next iteration.
The numera_t_giaf the adjuw.contains the essence of the procedure. Notice

that (u; — P;(0s) ) is the difference between the individual’s item response and the

_.__..--'-"-—._--

probability of responding at an ability level of O

Now, as the ability estimate gets closer to the individual’s ability, the sum of
the differences between Uu; and P;(0;) gets smaller. Thus, the goal is to find the

ability estimate yielding values of P;(8,) for all items simultaneously that minimizes

this sum. When this happens, the adjustment term becomes as small as possible and
the value of §5+1 will not change from iteration to iteration. This final value of 0,41
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is then used as the individual’s estimated ability. The ability estimate will be in the
same metric as the numerical values of the item parameters.

Unfortunately, there is no way to know the individual’s actual ability
parameter. The best one can do is estimate it. However, this does not prevent us from
conceptualizing such a parameter. Fortunately, one can obtain a standard error of the
estimated ability that provides some indication of the precision of the estimate. The
underlying principle is that an individual, hypothetically, could answer the

questionnaire a large number of times, assuming no.recall-of how the previous
questionnaire items were answered."An-ability estimate 6 would be obtained from
each testing. The standard error is a measure of the variability of the values of 8
around the individual’s unknown parameter value 6. In the present case, an estimated

standard error can be computed using the equation given below:

SE(9) = . e o Ay al)

{Ziaai P(@)o)

It is of interest to note that the term under the square root sign is exactly the

IS //-’— '
denominator of equation (3.9). As a result, the estimated standard error can be

—sbiamed as a side product of estimating the individual’s ability (Baker, 2001).

3.5.5 Model Selection

The Akaike Information Criterion (AIC) and the Bayesian Information Criterion

(BIC) values were used to select the most appropriate model. The Bayesian

information criterion was introduced by (Schwarz, 1978) as a competitor to the

Akaike (1973, 1974) information criterion. Schwarz derived BIC to serve as an
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asymptotic approximation to a transformation of the Bayesian posterior probability

of a candidate model. In large-sample settings, the fitted model favoured by BIC
ideally corresponds to the candidate model which is a posteriori most probable; 1.e.,
the model which is rendered most plausible by the data at hand. The computation of
BIC is based on the empirical log-likelihood and does not require the specification of
priors. Assuming two candidate models are regarded as equally probable a priori, a
I Bayes factor represents the ratio of the posterior probabilities of the models. The
model which is a posteriori most probable:is determined-by whether the Bayes factor

is less than or greater than one. The definitions of AIC and BIC are given as,

AIC = —2(In(likelihood)) + 2k ..i. ... ......(3.11)

| BIC = —2(In(likelihood)) + kln(n) ... .........(3.12)

Where, likelihood is the probability of the data given a model and &, is the number of

free parameters in the model. AIC and BIC feature the same goodness-of-fit term but

the penalty term of BIC is more stringent than the penalty term of AIC. ( forn > 8,

e |

kin(n) exceeds 2k). Consequently, BIC tends to favour smaller models than AIC.
; — D iy
3.5.6 Other Formulae Used

1 _____..---"'"

1. Cronbach’s alpha is defined as;

P (1 _E?=1J}'£2)
— S

X

o=
- P

Where p is the number of items, 0,2 is the variance of the observed total test scores,

. ' dh
and g,,;” is the variance of the i item.
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2. The point biserial correlation is defined as;

3 (X1 — Xp)y/n(1 — 1)
Sx

Where X; and X, denote the sample means of the X-values corresponding to the first

and second level of Y respectively, S, is the sample standard deviation of X, and

is the sample proportion for Y=1.

3. The kernel density estimator is defined as;

; 1v 1 © 1,
) == K= x) = =) K=

=1 =1

Where X;, X5, X3,...,X, is an independent and identically distributed sample drawn
from some distribution with unknown density £, K(.) is the kernel — a symmetric but
not necessarily positive function that integrates to one, and A>0 is a smoothing

parameter called the bandwidth.

4. The test information function is defined as;

o~

N
/@)= ). 1i(6)
e =

Where, I(6) is the amount of test information at an ability level of 8, I;(8) 1s the

__..-—-'-"'—‘-

amount of information for item i at ability level @, and N is the number of items in

the test.

5. Under a one-parameter (Rasch) model, the item information is defined as;

1;(8) = P;(6)Q:(6)
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Where, P;(6) = == 0P b; 1s the difficulty parameter for item i, Q;(8) = 1 —

P;(6), and 8 is the ability level of interest.

3.6 Analysis Plan

The dependent variable in this study, item-nonresponse, is measured as
whether or not an item is answered by an individual. This is a dichotomously scored
variable: 0 = no answer or ‘don’t know’ answer to the item, 1 = answer to the item.
The item-nonresponse variable is extremely skewed; most people answered most
items. Such data violate several assumptions, of the normal regression method, and
the appropriate analysis model is an IRT model. The degree to which these IRT
models adequately fit the empirical data shall be indicated using various goodness-
of-fit indices. Likelihood ratio test will then be conducted to select the most suitable

model for the data, Descriptive statistics, tables, and graphs would be used to classify

and describe variables.

3.6 Software

An R Package for Latent Trait Modelling and Item Response Theory

Analyses (R Development Core Team, 2010) was used. This package has been
.___-—-—;"' /’———’_—_F '
developed for the analysis of multivariate dichotomous and polytomous data using

—Tafent variable models, under the Item Response Theory approach. For dichotomous

data the Rasch, the Two-Parameter Logistic, and Birnbaum’s Three-Parameter

models have been implemented, whereas for polytomous data Semejima’s Graded

Response model is available. Parameter estimates are obtained under marginal

maximum likelihood using the Gauss-Hermite quadrature rule. SPSS version 19 was

also used to generate some frequencies and cross tabulations.
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3.7 Expected Results

On the reason behind ‘don’t know’ responses, whether respondents actually
don’t know or don’t care, or don’t want to tell, we expect to see ‘don’t know’
responses having a positive relationship with the difficulties of questions. We also
expect respondents with high ability (i.e. respondents who have high question
knowledge) to have high probability of responding to such questions and vice-versa.
There may also be some few respondents with low ability providing meaningful

responses which will mean that they are guessing and for that'matter ‘don’t care’.

On the characteristics of nonrespondents in Ghanaian surveys, it is commonly
believed that females, less-educated, or older people are associated with lower
cognitive ability, and thus give more “don’t know’ answers in public opinion survey.
Age may have a complex effect that not only involves cognitive ability but also
relates to other effects. Therefore, we divided the respondents into three age groups:
the first group includes people from 15 to 29 years old, the second from 30 to 49

years old, and the third 50 years or older. We expect that the effects are most

prominent on responses to politics-related questions.

Females may focus—more on life issues but have less interest in politics-

related questions. Compared with young adults, the older generation may care more
e —

about social pblicies and thus tend to express concrete opinions on politics-related

questions. We expect those with higher degree of political interest tend to give more

substantive answers to survey questions rather than ignoring them by saying ‘don’t

know.” Moreover, the effect would be more notable on politics-related questions.

Finally, we expect to see that ignoring item-nonresponse as it is commonly done in

most Ghanaian surveys results in misleading, biased, and untrue results.
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CHAPTER 4

RESULTS AND DISCUSSION
4.0 Introduction

In this chapter, we applied the proposed methodology to the data from the
Ghanaian survey in the 5 wave of the world values survey discussed in the previous
chapter. For model fitting, we explored the Rasch, the two-parameter logistic, and
the three-parameter logistic models. The degree to which these IRT models
adequately fit the empirical data was indicated using the chi-square goodness-of-fit
tests. Likelihood ratio test was then conducted to select the most suitable model for
the data. We then proceeded with the appropriate model to investigate and discuss

the effects of item and person characteristics on item-nonresponse.

4.1 Descriptive Statistics

E-' - ] ____‘__"_:—_7.
o ———
\ / '/
N /
] 0 ~ w4 i
g - | p i
- - S - -
. o |
' - s /—’M'd
e -
/’j. -
" - L
a - O
-——-ﬂ-—-‘"— . m
S — R
- . "o
1 | L 58 Y
[} 1 ? 3 i
Yo Siow

Figure 4.3: Descriptive Statistics Plot
At an initial step, descriptive statistics for our data was produced using the
descript () function in the LTM package in R. The output contains among others the

proportions for all the possible response categories for each item. We observe from
57




Figure 4.3 and Table 4.1 that the life related question seems to be the easiest one
having the highest proportion (0.9883) of responses, while the income related
question seems to be the most difficult one having the lowest proportion (0.8957) of
responses. The proportion of responses for the politics related question, democracy
related question, and value related question are 0.9302, 0.9433, and 0.9524
respectively.

Frequencies of all possible total scores are also presented. The total score of a
response pattern is simply its sum. For dichotomous items. this 1s the number of
positive responses. We observe from table 4.2:that 1217 out of the 1534 respondents
responded to all questions on all 5 categories, 215 respondents responded to all
questions on 4 categories, 78 respondents responded to all questions on 3 categories,
22 respondents responded to all questions on only 2 categories, and 2 respondents
responded to all questions on only 1 category. This indicates that our data is
extremely skewed since most of the respondents responded to most items.

Table 4 1: Proportions and frequencies for each level of response

Proportions for each level of response:

M- = i—

0 1
Life Related Quéstion (LRQ) 00117 0.9883
s e /_/_,-———""—
Politics Related Question (PRQ) 0.0698 0.9302
_Demoeracy Related Question (DRQ) 0.0567 0.9433
Value Related Question (VRQ) 0.0476 0.9524
Income Related Question (IRQ) 0.1043 0.8957

Frequencies of total scores:

0 1 2 3 4 5

Freq 0 2 22 78 215 1217

Source: WVS (Ghana, 5" wave)
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Again since our data is dichotomous response matrices, two versions of
point-biserial correlation of each item with the total score are returned. We observe
from Table 4.2 that each item is included in the computation of the total score in the
first instance, and in the second instance is excluded. The point-biserial correlation is
mathematically equivalent to the Pearson (product moment) correlation except that it
uses dichotomous variables. We observe that correlations are actually higher when
an item is included than when it is excluded. It is also observed that apart from the
life related item, all the other items have medium point biserial correlation with the
total score when they are included.

We also have Cronbach’s alpha, for all items and excluding each time one of
the items. It is a coefficient of reliability. It is commeonly used as a measure of the
internal consistency or reliability of a psychometric test score for a sample of
examinees. The higher the Cronbach alpha, the more reliable the test results will be.
Theoretically, alpha varies from zero to one, since it is the ratio of two variances. We

observe from Table 4.2 that, the cronbach alpha for all the items (0.4294) is

acceptable for our purpose.
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Table 4.2: Point Biserial Correlations and Cronbach's Alpha

Point Biserial correlation with Total Score:

LRQ
PRQ
DRQ
VRQ

IRQ

Cronbach's alpha:

All Items

Excluding LRQ
Excluding PRQ
Excluding DRQ
Excluding VRQ

Excluding IRQ

Included

0.2533
0.6036
0.6111

0.5015

0.6884

Value

0.4294
0.4452
0.3535
0.3154
0.3966

0.3319

Excluded
0.0876
0.2498
0.3009
0.1916

0.2792

Source: WVS (Ghana, 5" wave)

Finally, we have the x*

p-values for pairwise associations between the five

items, corresponding to the 2 X 2 contingency tables for all possible pairs. Before an

analysis with latent variable
positive correlations. In

the 2 X 2 contingency tables for

.___.-'-"'—-_-_

squared p-values. Inspec
‘problematic’ 1tems. We obse

have low degree of association, and

models, it is useful to inspect the data for evidence of

thiS/,C,ﬂLS_Q»lhﬁ ad hoc checks are performed by constructing

all possible pairs of items and examine the chi-
tion of non-significant results can be used to reveal

rve from table 4.3 that only three pairs of items seem to

the life related item is included in all three pairs.

This means the data is okay for IRT modelling.
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Table 4.3: Pairwise Associations

Pairwise Associations:

Itemi 1Itemj p.value

1 LRQ VRQ  1.000
2 LRQ PRQ  0.638
3 LRQ - DRQ  0.071
4 LRQ IRQ  0.002
S DRQ VRQ 1e-03
6 VRQ IRQ le-04
7 PRQ VRQ 1le-06
8 PRQ DRQ  le-12
9 PRQ IRQ  2¢-13

10 DRQ IRQ . <2e-16

Source: WVS (Ghana, 5" wave)

4.2 The Constrained Rasch Model
We start by fitting the original form of the Rasch model that assumes known

discrimination parameter fixed-at-one. In this Model, a person is characterized by a

level on a latent trait (Question knowledge), and an item is characterized by a degree
F i

of difficulty. Given that the data adequately fit this model, one can make simple
comparisons of the items and respondents since comparison of two items' difficulty
parameters are assumed to be independent of any group of subjects being surveyed,

and the comparison of two subjects' trait levels does not depend on any subset of

items being administered. The higher the difficulty parameter, the more difficult the

question. We observe from Table 4.4 that the results of the descriptive analysis are

61




also validated by the model fit, where the income related question and the life related

question are the most difficult and the easiest, respectively.

Table 4.4: Results for the constrained Rasch model

Coefficients:

value std.err z.vals
Difficulty. LRQ -4.9433 0.2417 -20.4494
Difficulty. PRQ -3.0124 0.1085 -27.7528
Difficulty. DRQ -3.2511 0.1183 -27.4878
Difficulty. VRQ -3.4492 0.1274 -27.0635
Difficulty. IRQ -2.5282 0.0926 -27.2956

Source: WVS (Ghana, 5" wave)

A transformation of the parameter estimates into probability estimates was
done. The probability-of responding to an item is seen as a function of the ratio of a
person's level on the trait (Question Knowledge) to the item difficulty. The column
P(X = 1|Z = 0) denotes the probability of responding to the i'" item for the average
individual. These probabilities werelsoned according to the difficulty estimates. In

Table 4.5, we observe that the probability of the average individual responding to the

e

r life related quéstion 1S high;pthﬁm'esrfﬁﬁding to the Politics related question.

Table 4.5: Probability estimates under the constrained Rasch model

| B

? Difficulty Discrimination P(x=1|z=0)

lt LRQ -4.9433 1 0.9929
PRQ -3.4492 —1 0.9692
DRQ -3.2511 1 0.9627
VRQ -3.0124 1 0.9531
IRQ -2.5282 1 0.9261

Source: WVS (Ghana, 5" wave)
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4.3 The Unconstrained Rasch Model (1-PLM)

Both the constrained and the unconstrained Rasch models have similar
features and are mathematically equivalent except that, where the constrained Rasch
model had a fixed slope of one for all items, the unconstrained Rasch model only
requires the slope to be equal for all items. The results in Table 4.6 suggest that the
discrimination parameter is actually different from one. Comparing the difficulty

parameters under this model, one will observe again that the income related question

and the life related question are most difficult'and easiest respectively.

Table 4.6: Results for the unconstrained Rasch model

Coefficients:

N g P R e, M

Value std.err z.vals _
Difficulty. LRQ -3.4995 0.2289 -15.2912
E Difficulty. PRQ -2.2046 0.1188 -18.5567
‘I Difficulty. DRQ -2.3699 0.1293 -18.3324
; Difficulty. VRQ -2.5059 0.1385 -18.0929
; Difficulty. TRQ -1.8644 0.0996 -18.7238
Discrimination 1.6016 0.1141 14.0351

Source: WV§;(_Ghana, 5" wave =
We observe from Table 4.7 that, the probability of an average individual

under the unconstrained Rasch model responding to the life related question is higher

| than responding to the value related question. Similarly, the probability of

responding to the democracy Telated question is higher than responding to the

politics related question for the average individual under the unconstrained Rasch

model.
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Table 4.7: Probability estimates under the unconstrained Rasch model

Difficulty Discrimination P(x=1|z=0)
LRQ -3.4995 1.6016 0.9963
VRQ -2.5059 1.6016 0.9822
DRQ -2.3699 1.6016 0.9780
PRQ -2.2046 1.6016 0.9716
IRQ -1.8644 1.6016 0.9519

Source: WVS (Ghana, 5" wave)

4.4 The Two-Parameter Logistic Model (2-PLM)

Here, we explore how the two-parameter logistic fits the data. Whereas the
Rasch models constrain the discrimination parameter to be equal, the two-parameter
logistic model allows the slope or discrimination parameter to vary across items.
Discrimination is deemed high if its value is greater than 1.35. The parameters are
estimated by maximizing the approximate marginal log-likelihood under the
conditional independence assumption, that 1s, conditionally on the latent structure the
items are independent Bernoulli variates under the logit link. The results in Table 4.8
suggest that the discrimination parameter is actually not the same for all items.
Comparing the difficulty parameters under this model, one will observe again that

the income related question and the-ife related question are most difficult and easiest

respectively. In terms of discrimination, we observe from Table 4.8 that, all the
e ———
questions have high discrimination, especially the democracy related question.
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Table 4.8: Results for the two-parameter logistic model

Coefficients:

Difficulty.
Difficulty.
Difficulty.
Difficulty.

Difficulty.

LRQ
PRQ
DRQ
VRQ

IRQ

Discrimination. LRQ

Discrimination. PRQ

Discrimination. DRQ

Discrimination. VRQ

Discrimination. IRQ

value
-4.7096
-2.2738
-2.0177
-2.7544
-1.8684
1.0534
1.5143
2.2710
1.3655

1.5945

std.epr
1.3336
0.2271
0.1678
0.3283
0.1751
0.3700
0.2469
0.4487
0.2437

0.2583

z.vals
-3.5314
-10.0143
-12.0229
-8.3888
-10.6728
2.8469
6.1346
5.0617
5.6032

6.1739

Source: WVS (Ghana, 5" wave)

under the two-parameter logistic model responding to the life related question 1s
higher than responding to the value related question. Similarly, the probability of
responding
politics related questio

model.

_Table 4.9: Probability estimates under the two-parameter logistic model

—_—

/’————'——

We observe from Table 4.9 that, the probability of an average individual

to the democracy related question is higher than responding to the

n for the average individual under the two-parameter logistic

Difficulty Discrimination P(x=1|z=0)
LRQ -4.7096 1.0534 0.9930
VRQ -2.7544 1.3655 0.9773
PRQ 2.2738 1.5143 0.9690
DRQ -2.0177 2.2710 0.9899
IRQ -1.8684 1.5945 0.9516

Source: WVS (Ghana, 5™ wave)
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4.5 The Three-Parameter Logistic Regression Model (3-PLM)

Here, we explore how the three-parameter logistic model fits the data.
Whereas the Rasch models constrain the discrimination parameter to be equal, the
three-parameter logistic model allows the slope or discrimination parameter to vary
across items and also incorporates a guessing parameter. This model 1s usually
employed to handle the phenomenon of non-random guessing in the case of difficult
items. The parameters are estimated by maximizing the approximate marginal log-
likelihood under the conditional independence assumption,-that is, conditionally on
the latent structure the items are independent Bernoulli.variates under the logit link.
The results in Table 4.10 confirm that the discrimination parameter is actually not the
same for all items. Comparing the difficulty parameters under this model, one will
observe this time that the value related question and the life related question are most
difficult and easiest respectively. In terms of discrimination, we observe from Table
4.10 that, all the questions have very high discrimination. It is important to mention
that under the three-parameter model, the values of the guessing parameter are not

apparent since difficulty values are less than 0 and discrimination values are greater

than 1.
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Table 4.10: Results for the three-parameter logistic model

Coefficients:

value std.err z.vals
Guessing. LRQ 0.0547 1.6634 0.0329
Guessing. PRQ 0.7869 0.0209 37.6242
Guessing. DRQ 0.7933 0.0374 21.2035
Guessing. VRQ 0.8678 0.0152 57.1432
Guessing. IRQ 0.2908 0.0365 7.9663
Difficulty. LRQ -4.1906 1.9975 -2.0979
Difficulty. PRQ -0.6422 0.0001 -6422.0
Difficulty. DRQ -0.6688 0.0001 -6688.0
Difficulty. VRQ -0.3507 4.8980 -0.0716
Difficulty. IRQ -1.1578 5181.1996 -0.0002
Discrimination. LRQ 1.2071 0.4161 2.9009
Discrimination. PRQ 47.5954 0.0001 475954
Discrimination. DRQ 42.6518 0.0001 426518
Discrimination. VRQ 36.9218 531.5050 0.0695
Discrimination. IRQ 56.9407 1459291.0627 0.0000

Source: WVS (Ghana, 5™ wave)

We observe from Table 4.11 that, unlike the Rasch and the two-parameter

-

logistic models, the probamverage individual under the three-parameter
logistic model responding to the life related question is lower than responding to the
value related question. Also, the probabilities of responding to the democracy related

question, the politics related question, and the income related question for the

average individual under the three-parameter logistic model is certain.
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Table 4.11: Probability estimates under the three-parameter logistic model

Guessing Difficulty Discrimination P(x=1|z=0)
LRQ 0.0547 -4.1906 1.2071 0.9940
IRQ 0.2908 -1.1578 56.9407 1.0000
DRQ 0.7933 -0.6688 42.6518 1.0000
PRQ 0.7869 -0.6422 47.5954 1.0000
VRQ 0.8678 -0.3507 36.9218 0.9999

Source: WVS (Ghana, 5" wave)

To determine which of the four. IRT .models-.fitted. above is the most
appropriate for our data, Table 4.12 is\a likelihood Tatio table which compares the
unconstrained version of the Rasch model, the constrained Rasch model, the two-
parameter logistic model, and the three parameter logistic model. The likelihood ratio
test (LRT) verifies that the unconstrained v;ersion of the Rasch model 1s more
suitable for the data. We also have the Akaike information criterion (AIC) and the
Bayesian information criterion (BIC) both of which feature the same goodness-of-fit
term. However, BIC tends to favour smaller models than AIC. AIC provides an
asymptotically unbiased estimator of the expected discrepancy between the
generating model and the fitted approximating model. BIC provides a large-sample
estimator of a ‘transformatron of the Bayesian posterior probability associated with

_the approximating model. By choosing the fitted candidate model corresponding to
the minimum value of BIC, one is attempting to select the candidate model
corresponding to the highest Bayesian posterior probability. Therefore the smaller
the AIC and BIC value, the better the model. We observe from Table 4.12 that the

unconstrained Rasch model has the smallest AIC and BIC values, hence the more

suitable for the data.
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Table 4.12: Likelihood ratio test for the unconstrained Rasch, Constrained

Rasch, 2-PLLM and the 3-PLM

Likelihood Ratio Table

AIC BIC log.Lik LRT df  p.value
Unconstrained Rasch  3104.63 3136.64 -1546.31

: Constrained Rasch 3136.83 3163.51  -1563.41 342 1 <0.001

2-PLM 3106.11 3159.46  -1543.05 652 4 0.163

| 3-PLM 3109.89 318992  -1539.95 1274 9 0.175

Source: WVS (Ghana, 5" wave)

In order to check the fit of the'most suitable model (the unconstrained Rasch

model) to the data, we can look at the two-way margins. We construct the 2 X 2
contingency tables obtained by taking the variables two at a time. Comparing the
observed and expected two-way margins is analogous to comparing the observed and

expected correlations when judging the fit of a factor analysis model. The

| comparison is made using the Chi-squared residuals. As rule of thumb residuals
greater than 3.5 are indicative of poor fit. We observe from Table 4.1 3 that none of

the chi-squared values are more than 3.5 indicating that the unconstrained Rasch

model fits the data well.
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Table 4.13: Goodness-of-Fit for the unconstrained Rasch model

Fit on the Two-Way Margins using Pearson chi-squared:

_ Response: (0,0)

Item i Item j Obs Exp (O-E)*2/E
1 1 4 1 4.29 2.52
2 1 2 2 5.57 2.29
3 4 5 18 24.97 1.94
Response: (1,0)

Item i Item j Obs Exp (O-E)*2/E
1 4 5 142 134,68 0.40
2 1 4 72 68.89 0.14
3 1 2 105 101.38 0.13
Response: (0,1)

Itemi  Itemj  Obs Exp (O-E)*2/E
1 4 5 55 48.21 ﬁ.?ﬁ
2 1 2 16 12.74 0.83
3 1 4 17 14.03 0.63
Response: (1,1)

Item i Itemj Obs Exp (O-E)*2/E
1 4 5 1319 1326.14 0.04
2 3 5 1320 1316.17 0.01
3 1 Y 1411 1414.30 0.01

s T _!/—J_ =
Source: WVS (Ghana, 5 wave)

___— Now, adopting the unconstrained Rasch model as the most appropriate for

our data, we produce the Item Characteristic, the Item Information and the Test

Information Curves. The item characteristic curve (ICC) is the basic building block

in IRT. The ICC models the relationship between a person’s probability of

responding to an item category and the level on the construct measured by the scale.

The properties of the ICC needed to describe the item’s characteristics are its location

and the steepness. The steepness of the ICC reflects the discrimination property of an
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item whereas the difficulty parameter which is represented by location is the point on
the ability scale at which the probability of responding to the item is 0.5. We observe
from Figure 4.4 that the life related question and the income related question are the

easiest and the most difficult respectively.

Item Characteristic Curves

1D

De

D&

Probability

2B

11

B2 E

Ability

Figure 4.4: Item Characteristic Curve

Item information is the amount of information based upon a single item. It can be
computed at any ability level. Because only a single item is involved, the amount of
information at any point on the ability scale is going to be rather small. An item
measures abil'rtyf with greatest precision at the ability level corresponding to the
item’s difficulty parameter. We observe from Figure 4.5 below that the amount of

e—

—em information for each item decreases as the ability level departs from the item

difficulty and approaches zero at the extremes of the ability scale.
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Figure 4.5: Item Information Curve

Since a test is used to estimate the ability of an individual, the amount of information
yielded by the test at any ability level can also be obtained. A test is a set of items;
therefore, the test information at a given ability level is simply the sum of the item
informations at that level. The general level of the test information function will be
much higher than that for a single item information function. Thus, a test measures
ability more precisely than does a single item. We observe from Figure 4.6 below

that the maximum value of the test information function is at ability level -2.

s the ability level increases, the amount of test information decreases

However, a

e . . . .
significantly. This indicates that the items asked in our data mainly provide
information for respondents with low ability. In particular, the amount of test

information for ability levels in the interval (—4, 0) is almost 90%.
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Figure 4.6: Test Information Curve

Source: WVS (Ghana, 5" wave)

4.6 Ability Estimates

Finally, the ability estimates for respondents are obtained. The primary
purpose for using IRT in this study is to locate respondents on the ability scale. Since

this will help us evaluate respondents in terms of how much underlying ability

(Question knowledge) they possess. Factor SCOTes OI ability estimates are summary

measures of the posterior distribution P(Z/X), where Z denotes the vector of latent

i

variables and X the vcclorm_t_ variables. By default factor scores produces
—abttity estimates for the observed response patterns. We observe from Table 4.14 that
our data contains 22 response patterns. Also, the items asked in our data mainly
provide information for respondents with low ability (i.e., below 0). That is, most of

the items in our dataset are relatively easy for the average respondent to answer.
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Table 4.14: Ability estimates for selected observed response patterns

Scoring Method: Empirical Bayes

Factor-Scores for observed response patterns:

LRQ PRQ DRQ VRQ IRQ Obs Exp z1 se.zl
D0 0 1 1L 1 0438 2014 027
» 0 0 1 1 0 1 093 2014 0527
3 0 1 0 1 0 2 0739 -2014 0527
NGy 0 0 1 0s94 2014 0527
5 0 1 1 1 0 4 208 -1531 0.580
6§ 0 1 1 1 1 9 g 69W g§0.883 y 0965
7 1 0 0 0 0 2 | 3694 \-2.445 0.516
SRR NGl 0 1 2 2103 QuU14 0527
9 1 0 © 1 0 10 53764820 0527
0 1 6 o 1 1 8 esutlssinsso
1 1 0 1 0 0 3 lcao0udi0s27
12 1 0 la=l 1 9 097 gl S30NINS80
3 1 0 1 1 0 18 16615 -1.531 0:580
4 1 o0 1 1 1. 53 55028 -0.883 0.705
& 1 1 o0 o /o627 20140
6 1 1 0 0 | 18 1oty S5qR TS SIEL5R0
71 10 gl 0~ SRT2.7507 -1531 JESS
8 1 1 0 N34 31 Sa2230am0883 1 0.705
e e 5 1010256 -1.531 0580
0 1.1 1 0 1 “2%¥33968 38005
20001
21 1 1 1 1 0 9 94899 -0.883 0.705

22 1 1 1 1 1 1217 1212.004 0.152 0.899

Source: WVS (Ghana, 5" wave)-

Figure 4.7 is a Plot of a Kernel Density Estimation of the distribution of the

factor scores (1.e., person parameters). Kernel density estimation is a non-parametric

way of estimating the probability density function of a random variable. Kernel
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density estimation is a fundamental data smoothing problem where inferences about

the population are made, based on a finite data sample. It includes in the plot the item

that our data is extremely skewed.

Ability Estimates Plot
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Figure 4.7: Ability Estimates Plot

Source: WVS (Ghana, 5" wave)

4.7 Item and Person Characteristics

We observe from Table 4.15 that the total number of missing data on the

_—

randomly se}e;:ted thirty (30)-variables used in this study is 1,050. Only forty-one out

of this total representing (3.91%) is on life related questions and none of the missing

—

data is on socio-demographic questions. Whiles two-hundred and thirteen of the total

missing data representing (20.29%) is on value related questions, one-hundred and

sixty-three representing (15.52%) is on democracy related questions. Furthermore,

whereas majority (31.24%) of the missing data is on politics related questions, an

equally significant proportion (29.05%) 1s on income related questions.
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Table 4. 15: Item response rates for the various categories of questions

Type of Question Number of Missing Item Nonresponse Rate
Life Related 4] 3.91%
Value Related 213 20.29%
Politics Related 328 31.24%
Income Related 305 29.05%
Democracy Related 163 15.52%
Socio-Demographic 0 0.00%

Source: WVS (Ghana, 5 wave)

Figure 4.8 is a box-plot that summarises the information-on the missing data for the
various categories of questions. We observe from the figure that the minimum
number of missing data on the life related questions is 1, the maximum number is 138

and the average is approximately 8. Also, the range of missing data on the value

related questions is 41 with an average of about 42 whiles the range on the
democracy related questions is 75 with an average of about 33. The missing data on
income related questions have the highest spread, a minimum of 10 and a maximum

of 160 with an average of 61. The questions on politics recorded the highest average

(65.6) number of missing data.
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Figure 4.8: Box Plots for Number of Missing Items in the Dataset

Source: WVS (Ghana, 5" wave)

Table 4.16 shows some characteristics of the nonrespondents. We observe that
female respondents alone recorded 60.98% of the missing data on life related
questions, 56.34% of the missing data on value related questions, 60.37% of the

: P S
missing data on politics related questions, 55.74% of the missing data on income
related questions, and 57.06% of the missing data on democracy related questions.
On the other hand, male respondents recorded 39.02% of the missing data on life
related questions, 43.66% of the missing data on value related questions, 39.63% of
the missing data on politics related questions, 44.26% of the missing data on income

related questions, and 42.94% of the missing data on democracy related questions.

Furthermore. whiles the younger (15-29 Years) respondents recorded 43.90% of the

77




missing data on life related questions, they also recorded 46.34% of the missing data
on politics related questions, and 60.00% of the missing data on income related
questions. Older respondents (50-98 years) recorded 19.51% of the missing data on
life related questions, 20.43% of the missing data on politics related questions, and
18.03% of the missing data on income related questions. Respondents in their middle
age (30-49 years) recorded 36.59% of the missing data on life related questions,
33.23% of the missing data on politics related questions, and 21.97% of the missing

data on income related questions.

Interestingly, respondents who are married or single (never married) seem to
record more missing data across the various categories of questions whereas those
who are divorced or separated record less missing data across the various categories
of questions. Married respondents recorded 48.78% of the missing data on life
related questions, 69.49% of the missing data on value related questions, 50.30% of
the missing data on politics related questions, 37.70% of the missing data on income
related questions, and 51.53% of the missing data on democracy related questions.
Single respondents recorded 31.71% of the missing data on life related questions,
18.31% of the missing data on value related questions, 32.62% of the missing data on
politics related questions, 50.49% of the missing data on income related questions,

—amd34.36% of the missing data on democracy related questions. Appendix A

provides further characteristics of nonrespondents.
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Table 4. 16: Characteristics of Nonrespondents

background Features

Item Nonresponse Rates

LRQ VRQ PRQ IRQ DRQ Total
SEX
Male 16 93 130 135 70 444
(39.02%) (43.66%) (39.63%) (44.26%) (42.94%) (42.29%)
Female 25 120 198 170 93 606
(60.98%) (56.34%) (60.37%) (55.74%) (57.06%) (57.71%)
AGE
15-29 18 50 152 183 77 480
(43.90%) (23.47%) (46.34%) (60.00%) (47.24%) (45.71%)
30-49 15 86 109 67 47 324
(36.59%) (40.38%). (33.23%). (21.97%) (28.83%) (30.86%)
50+ 8 77 67 55 39 246
(19.51%) (36.15%) (20.43%) (18.03%)  (23.93%) (23.43%)
MARITAL STATUS
Married 20 148 165 115 84 532
(48.78%) (69.49%) (50.30%) (37.70%) (5l 53%)  (50.67%)
Living together as ] 3 19 6 3 28
married (2.44%) (1.41%)  (4.57%) (1.97%) (1.84%) (2.67%)
Divorced 4 1 L] 13 2 3]
(9.76%) (0.47%)  (3.35%) (4.26%) (1.23%) (2.95%)
Separated 2 0 10 4 4 200
(4.88%) (0.00%)  (3.05%) (1.31%) (2.45%) (1.90%)
Widowed 1 22 20 13 14 70
(2.44%)  (10.33%) (6.10%) (4.26%) (8.59%) (6.67%)
- - | | 369
Single/Never married 13 = 107 154 56
v | (31.71%) . (18.31%) (32.62%) _.(50:49%) (34.36%) (35.14%)

‘Source: WVS (Ghana, 5" wave)

4.8 Discussion

To answer the first research question “which IRT model is the most

appropriate 1n understanding item-nonresponse”, We explored the four IRT models
for dichotomous data which include the constrained Rasch model, the unconstrained
Rasch model, the two-parameter logistic model, and the three-parameter logistic

e likelihood ratio test in table 4.12, we observe by inspecting the AIC
79
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and BIC values that, the unconstrained Rasch model has the smallest AIC and BIC
values. The AIC and BIC values are defined in a way that, the smaller the better. We
also observe from table 4.13 that the unconstrained Rasch model has a very good fit
to the data. Hence, the most appropriate model for the data.

To answer the second research question “Missing or don’t know answers; Do
respondents don’t really know, don’t care, or don’t want to tell?”” a school of scholars
believe that a simple ‘don’t know’ response may reflect several possible mind states:
no idea, don’t want to tell, and don’t care. Findings from empirical studies are
consistent with their belief and confirm'that the distinctions are evident in
examination of the linkage of underlying attitude and opinion expression (e.g.,
Bogart, 1967). When respondents during an interview begin guessing answers to
questions (i.e., providing answers without going through the various cognitive
procedures described in chapter one), it is an indication that they have lost interest in
the interview and so ‘don’t care’.about the outcome of it. Therefore it makes sense to

associate ‘don’t care’ with guessing.

From the model fitting described above, we realized that the unconstrained
Rasch model which uses only the difficulty parameter appeared as the best model for

the data. This means that it-ts-only the difficulty parameter of an item that explains

whether or not an individual will respond to that item or not. The guessing parameter

——

does not play out in the data. Therefore if an individual does not respond to a survey

question or give a ‘don’t know answer’, it is because of the item’s difficulty which

means that he/she doesn’t really know the answer to the question.
On the characteristics of nonrespondents, we observe from table 4.16 that

female respondents record higher item-nonresponse rates than their male

That is, (60.98%) against (39.02%) on

counterparts across all categories of questions.
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life related questions, (56.34%) against (43.66%) on value related questions,
(60.37%) against (39.63%) on politics related questions, (55.74%) against (44.26%)
on income related questions, and (57.06%) against (42.94%) on democracy related
questions. This i1s consistent with Ren (2009) who found that being a female
respondent decreases the odds of never giving ‘don’t know’ answers by a factor of
0.39 (or 61%).

Also, we observe from table 4.16 that younger respondents (15-29 years)
record higher item-nonresponse rates than respondents in the middle age group (30-
49 years), who intern record higher rates than older respondents (50-98 years) across
all categories of questions except questions on values. Furthermore, we observe
again that, respondents who are married seem to have higher item-nonresponse rates
than those who are single and never married across all categories of questions.

On education; it is observed from appendix A that respondents without any
formal education record higher item-nonresponse rates than those who are educated
across all categories of questions. We also observe that educational level has an
inverse relationship with item-nonresponse rate. That is, the higher a person’s
educational level, the less missing data he/she provides. This is also consistent with

(Ren, 2009)-who found that-am—additional unit increase in education Increases the

odds of never giving ‘don’t know’ answers by 80%, holding all other variables

——

constant. On employment status, it 1s again observed from appendix A that,
respondents who are self-employed record the highest item-nonresponse rates across

all the categories of questions whereas respondents who are retire/pensioned record

the lowest item-nonresponse rates across the various categories of questions.
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CHAPTER 5

CONCLUSION AND RECCOMENDATIONS

5.0 Introduction

This chapter 1s devoted to drawing a fair conclusion to the study. A summary
of the major findings based on the research questions and objectives is also

presented. Finally, suggested directions for further research are offered.

5.1 Conclusion

[RT models have been extensively.developed and.unsed in educational and
psychological measurement. However, useof IRT models outside of these areas 1s
rather limited. Part of the reason for this is that these methods have not been well
understood by non psychometricians. With the increasing rates of item-nonresponse
in surveys, formulation of IRT models to provide in-depth understanding of this
problem can help researchers overcome these obstacles. IRT modelling provides a

useful method for addressing questions about patterning of behaviour beyond mere

frequency reports.

The implications from this study are quite clear. First, we investigated to

identify the most appropriate IRT model for understanding item-nonresponse. The
results revealed—clearly that, the emconstrained Rasch model is the best IRT model

for understanding item-nonresponse.

__._--'-"-'---

Furthermore, we analysed the reason behind don’t know responses and

missing data; whether respondents don’t really know, don't care, Or don’t want to

tell. The IRT model was able 0 provide the reason. As indicated, if an individual

does not respond to a survey question or give a ‘don’t know answer’ to the question,

it is because of the question’s difficulty which means that he/she doesn’t really know

the answer to the question. LIBRERY
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T therefore recommend to Ghanaian health professionals the use of |

Finally, on the characteristics of nonrespondents, we found that female
respondents record more item-nonresponse than male respondents. Also, younger
respondents record more item-nonresponse than older respondents. Respondents with
no formal education also record higher item-nonresponse than educated respondents.
We also found that, respondents who are self-employed record higher item-
nonresponse than respondents who are unemployed, who intern record higher item-
nonresponse than respondents who work full-time, part-time, or retired. Interestingly,
we realized again that married or single respondents record higher item-nonresponse
than respondents who are separated or widowed.

To sum up, we found that the propensity to give ‘don’t know” responses 1S

related to gender, formal education level, age, employment status, and marital status.

5.2 Recommendations
Other applications of IRT modelling of item-nonresponse are clearly

possible. For example, researchers can begin looking at IRT model-based imputation

for missing data since it has the theoretical advantage of using both respondent and

item-specific information.

Also, because of the unique features of IRT models, it has helped health
= /,_—""_‘7_

professionals immensely in various parts of the world m evaluating health outcomes.

RT models for

the evaluation of health outcomes.

Finally, we wish to end this study by advising researchers in Ghana that,

when reporting results of analyses based on items with high nonresponse rates, they

should point out obvious pitfalls in using these data and illustrate the kinds of

conclusions that might be appropriate.
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APPENDICES

Appendix A: Further Characteristics of Nonrespondents

background
Features

Item-Nonresponse Rates

LRQ VRQ

Highest Educational Level Attained

No formal
education

11 (26.83%) 131 (61.50%)

Complete primary
school

8 (19.51%) 43 (20.19%)

Complete
secondary: tech/
voc. Type

8 (19.51%) 14 (6.57%)

Incomplete 0 (0.00%) 0 (0.00%)
university-

preparatory type

Complete 0 (0.00%) 2 (0.94%)
university-

preparatory type

University 0 (0.00%) 0 (0.00%)
education, without

degree

0 (0.00%) 2 (0.94%)

University
education, with

degree

Employment Status

Full time

employee

Part time 5(12.20%) 1(0.47%)
e

Self employed 17 (41.46%) 135 (63.38%)

Retired/ pensioned 0 (0.00%) 1 (0.47%)

Housewife 0 (0.00%) 19 (8.92%)

Student 6 (14.63%) 17 (7.98%)

Unemployed 12 (29.27%) 26 (12.21%)

T 1244%) o N G

PRQ

145 (44.21%)

79 (24.09%)

34 (10.37%)

4 (1.22%)

3 (0.91%)

5(1.52%)

1 (0.30%)

24 (7.32%)

5 (1.52%)

153 (46.65%)
4 (1.22%)

9 (2.74%)

46 (14.02%)

87 (26.52%)

IRQ

70 (22.95%)

67 (21.97%)

64 (20.98%)

6 (1.97%)

6(1.97%)

8 (2.62%)

5 (1.64%)

27 (8.85%)

5 (1.64%)

96 (31.48%)
9 (2.95%)

7 (2.30%)

71 (23.28%)

90 (29.51%)

DRQ

51(31.29%)

42 (25.77%)

25 (15.34%)

1 (0.61%)

1 (0.61%)

1 (0.61%)

1 (0.61%)

8 (4.91%)

4 (2.45%)

77 (47.24%)
3 (1.84%)

8 (4.91%)

30 (18.40%)

33 (20.25%)

Total

408(38.86%)

239(22.76%)

145(13.81%)

11 (1.05%)

12 (1.14%)

14 (1.33%)

9 (0.86%)

74 (7.05%)

20 (1.90%)

478(45.52%)
17 (1.62%)

43 (4.10%)

170(16.19%)

248(23.62%)

Source: WVS (Ghana, 5" wave)
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Appendix B: Goodness-of-Fit Indices

Table 4.17: Goodness-of-Fit Indices for the constrained Rasch model

Bootstrap Goodness-of-Fit using Pearson chi-squared:

Tobs: 84 45
# data-sets; 200

p-value: 0.005

Fit on the Two-Way Margins:

Response: (0,0)

Item 1 Item j Obs Exp (O-E)"2/E
| 3 5 33 16.92 1527 %%
2 3 4 18 8.33 ) [ By
3 2 '3 23 11.83 10.56 ***

Response: (1,0)

Item i Item j Obs Exp (O-E)*2/E
1 3 : 1275 141.04 1.40
| 2 2 3 64 7355 1.24
| 3 3 4 55 63.21 1.07

'[ Response: (0,1)

t Item i Item ) Obs Exp (O-E)*2/E
| 3 5 54 68.46 3.05
: 2 g 730 484.70 1.62
== - /’——(’ 5
E 3 ] 5 10 13.78 1.04
Response: (1,1)
_—
Item 1 Item | Obs Exp (O-E)*2/E
| 3 5 1320 1307.58 0.12
2 2 LS 1301 1 29L33 0.07
3 2 3 1363 1355.24 0.04

#*#' denotes a chi-squared residual greater than 3.5

Source: WVS (Ghana, 5 wave)

92




Table 4. 18: Goodness-of-Fit for the two-parameter logistic model

Fit on the Two-Way Margins

- Response: (0,0)

Item | Item ) Obs Exp (O-E)Y*2/E
] ] 5 8 5.06 1.71
2 I 4 I 2.52 0.92
3 4 5 18 22.50 0.90

Response: (1,0)

Item i Item | Obs Exp (O-E)"UE
| 4 5 142 137.21 0.17
2 2 3 64 61.67 0.09
3 I 5 152 154.65 0.05

Response: (0,1)

Item | Item ) Obs Exp (O-E}"‘Z’JE-
1 1 5 10 13.02 0.70
2 4 5 55 50.65 0.37
3 1 _ 2 16 14.44 0.17
e //”J—
Response: (1,1)
— ltem Item ) Obs Exp (0O-Ey*2/E
l 4 5 1319 1323.63 0.02
2 | 5 1364 136]1.26 0.0]
3 2 3 1363 1365.33 0.00

Source: WVS (Ghana, 5™ wave)
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Table 4.19: Goodness-of-Fit for the three-parameter logistic model

Fit on the Two-Way Margins

Response: (0,0)

Item i Item j Obs Exp (O-E)*2/E
| 3 4 18 11.66 3.55
2 2 3 23 17.46 1.76
3 4 D 18 21.50 0.57

Response: (1,0)

Item i Item j Obs Exp (O-E)"2/E
| 3 A 55 62.31 0.86
2 2 3 64 70.76 0.65
3 2 4 =) 59.64 0.12

Response: (0,1)

Item i Item | Obs Exp (O-E)*2/E |
] 3 4 69 76.56 0.75
2 2 3 84 90.99 0.54
3 4 g 55 52.47 0.12
e /—'————“’_'_ﬁ_

Response: (1,1)

————"" [tem! Item | Obs Exp (0O-E)"2/E
1 3 4 1392 1383.47 0.05
2 2 3 1363 1354.79 0.05
3 2 4 1370 1365.91 0.01

Source: WVS (Ghana, 5" wave)

il

S——
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Appendix C: Questions Selected for Analysis

Life Related Questions

V4. Family important
V5. Friends important
V6. Leisure time

V8. Work important

V22. How satisfied are you with yourife

Value Related Questions

V202. Justifiable: homosexuality
V203. Justifiable: prostitution
V204. Justifiable: abortion
V205. Justifiable: divorce

V207. Justifiable: suicide

=
L

Politics Réelated Ouestions'//

__V96. Political action: signing a petition

V97. Political action: joining in boycotts

V148. Having a strong leader—

V149. Having experts make decisions

V150. Having the army rule
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Income Related Questions

V51, It’s humiliating to receive money without having to work for
V68. Satisfaction with the financial situation of household

V106. Increase in taxes if extra money used to prevent environment
V251. Family savings during past year

V253. Scale of incomes

Democracy Related Questions

V137. Confidence: Justice System

V154. Democracy: People choose their leaders in free elections.
V160. Democracy: People can change the laws in referendums.
V161. Democracy: Women have the same rights as men.

V162. Importance of democracy

Socio-Demographic Features

VS55. Marital status

S B _
V235. Sex S

V237R3. Age of respondent - 3 intervals
-

v238. Highest educational level attained

V241. Employment status
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Data Used for Analysis (Part)

Appendix D

0

—

97




0

Source: WVS (Ghana, 5" wave)
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