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ABSTRACT
Development and growth cannot be experienced in any part of the world without good
education. Basic education is one of the effective investments in improving
economies, reducing illiteracy, creating self-reliant and healthy society. In view of
this, government and NGOs have constituted various policies and intervention
programmes to make sure children of school going age enroll, attend and remain in
school till completion (at least the basic level). Despite these efforts, studies have
shown that dropout rates remain high- in rugak arsag-and-jn- the three northern regions
of Ghana. The purpose of the r!sMh i tb"-"%‘::sﬁn'fat; the probability of a child
dropping out of school at some point withinl the basic level in Northern Ghana. Data
was obtained from the Ministry of Education Youth and Sports on annual enrollment
levels for each district for the years 2000 to 2007, Survival Analysis which is a time to
event analysis was used to inveéstigate the effect of gender and region on survival time
(i.e. time before dropout). Parficularly; the Kaplan-Meier method was utilized for
plotting the survival and hazard functions. Log rank test was used to compare the
survival curves. The €ox Proportional Hazards Medel wasused to fit the data.
Findings indicated that lﬁél..-;égmh of a child has significant effcct on the potential of
his/her dropout of school. On the other hand, gender had no significant influence on a
pupil’s dropout rate. The analysis also indicated that the Upper West region has the
lowest hazg_@jnf dmpoul’gﬂnnhun Region has the highest Hazard of dropout of
school. It was also discovered that on the average, the potential of a child dropping
__;;;:f school occurred mostly at primary 2, 5 and 6. It is suggested that interventions
to reduce dropout rates should not be focused only on female pupils but on male

pupils as well.
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CHAPTER ONE

INTRODUCTION

1.1 BACKGROUND TO THE STUDY

The purpose of this project is to study the probability of a child dropping out of school at

the basic level after some time in the threeonthern tegions of Ghana.

Northern Ghana presents an interesting case of the limitations of the conventional school
system in reaching underserved and deprived populations with basic education. Due to
the peculiar nature of its demographic charaeteristics and the socio-cconomic challenges
that confront this area of Ghana, ¢onventional school system is unablé to thrive and make
an impact in remote areas. Many of these' communities are sparsely populated and
scattered making distance a hindrance to school attendance. The greatest barrier to access
and participation is also therdirect or indirect eosts to families. Direct costs arises from
schooling accessories such as.uniforms, books and writing materials whilst the indirect
costs are largely in the form of income-lost from the ehild’s potential employment or

contribution to household income through direct labor. Yet another obstacle is the official
o
school calendar which usually eetrfifers with the families’ economic activities to which

the child is a crucial contributor. [20]
o ———



Education is, nevertheless, the main key to unlocking the full potentials of a nation’s
human resources for development. It creates situations and events and facilitates the
infusion of innovations and new or improved productivity and overall production in all
sections of the national or local economy ' In view of this fact, many educational plans
have been established since independence by various governments, Non Governmental
Organizations and other donor organizations; to make education available and accessible

by every child of school going age.
1.1.1 EDUCATIONAL POLICIES IN GHANA

The development of education since independenee has been and continuous to be guided
by various Education Aets and-programmes, the most fundamental being the Education
Act 1961. It is the principal ]egislétiun on-the right to education and its states in section
201):

“Every child who has attained the school gﬂingage asidetermined by the Minister
shall attend a course of instrastion as laid dowi by the Ministerin.a school recognized
for the purpose by the Minister.™ {14],

The 1992 Constitution gives further impetus to the provision of education as a basic night

for all Ghanaians. Article 38, sub-section 2 states:

riznor " --"-'-F;-._'---_._ " - -
“The Government shall within two years after parliament first meets after coming into
force_of-this constitution draw up a programme for the implementation within the
following ten years for the provision of a free, compulsory universal basic

education.”[27] -



In 1996, the Free and Compulsory Universal Basic Education (FCUBE) programme was
launched. This is a 10-year programme (1995-2005) designed to establish the policy
frame work, strategies and activities to achieve free and compulsory basic education for

all children of school going age.[27]

The establishment of the Girl’s Education Unit in 1997 marked a major step in the
country’s commitment to ensuring the regpect fox the genera) principle of securing a non-
discriminatory environment and the reduction of,gender disparities in the education

sector. [27]

The 1951 Accelerated plandeclared-the fust eycle of education to be free and

compulsory; some minimal feeswere introduced in the 1980s tomeet textbook costs.

There is also a policy to achieve a Universal Basic-Completion (UBC) rate by 2015 and
every child in the relevantiage sroup also te complete second cycleeducation in Ghana

by 2020.

The Education Strategic Plan (ESP) (2003-2015) is very gender sensitive with its
. — s——
allocation of funds for the education of girls.
e —

The Millennium Development Goal (MDG) on education enjoins all countries to work

towards achieving universal education by the year 2015. Specifically, MDG2 is to ensurc



that all boys and girls complete a full course of primary schooling (World Education

Forum Dakar, 2000). [24]

The government has also decided to pay capitation grants and implement schooling
feeding programmes to cover fees and cost of feeding respectively for public schools.
The purpose is to remove user-fees, and feeding cost which has become a barrier to many

poor families and communities.

The Northern Scholarship scheme was set up bywGhana’s first president, Dr. Kwame
Nkrumah, exclusively for the people of north, to eorrectiin the instance of the need for
equity in national resource allocation, the injustices of the eolonial era which deprived the

people of northern decent.cducation opportunities. [8]

1.1.2 PROFILES OF NORTHERN GHANA
Geography and climate [1][16]

There are three regions in the north of Ghanapresently: Upper East, Upper West and

Northern Regions. These three regions are in the Guinea Sudan and Sahel climate zones

with populatiun_qf;p]}m'ximatgl}i}.dnﬁﬂ'}m and the youth constituting about 64 percent.

The area has a mean annual rainfall values ranging from 600-1,100 mm. The rainy season
i

begins in May and ends in October. The dry season starts in November and ends in

March/April. The Long periods of droughts are followed by episodic torrential rains

which sometimes result in floods in some areas.[16]



Studies have noted that Northern Ghana falls short by almost all indicators, one hindrance
is geography. The three northern regions are far from the ports, roads, railways, markets,
industrial centers and fertile farming areas that help stimulate greater economic and

human development in southern Ghana.!'!

Northern Ghana
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Figure 1.1: The map of Ghana showing the location of Northern Ghana.™
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Religious affiliation [14]

Three main religious grouping are found in the three Northern Regions of Ghana,
namely: Christianity, Islam and the Traditional. Considering them on regional bases we

have;

(i) Northern Region: Islam is the dominant religion, of the region( 56.1%),

Traditional religion is the next(21.3%) and Christians represent 19.3%

./
(i)  Upper East Region: Traditional religion isthe ffost common form of worship

in the region (46.4%), followed by Christianity (28.3%) and Islam (22.6%).

(iii) Upper West Region: Chﬁstianl&y:iﬁ'-@gm@@mmun form of worship in the

region (35.5%); followed bydslam (32:2%) and Traditional religion (29.3%).
Economic characteristics

Peasant farming is therefore the main occupation and livelihood activities for the
inhabitants of the North. Thé erops they grow are.maize, yam, millet, gassava, Soya bean,
rice. Other livelihood activities iﬁé]wd@ fetching of firewoed, Sheanut picking and butter
extraction, charcoal burning, and the rearing 0f animials such as sheep, goats and cattle.
They also take caﬂ::g_uf birds like the hen and guinea fowls in very small numbers.
Incidentally, Food crop Fannm;ng the very poor in the country.[16] The
incidence.of poverty in the Northern Region declined only slightly over the same period,
from 63 per cent to 52 per cent. In the Upper West Region it remained static, at 88 per
cent, while in the Upper East Region it actually increased, from 67 per cent to 70 per

cent. [1]



The nature of their occupation, (peasant farming) degenerated by unfavourable weather
conditions and the fast depleting soil’s fertility, makes them unable to produce enough for
their families throughout the year. By the fourth month after harvesting (March/April),
more than two thirds of households begin to eat for just once or at best twice a day.
Poverty has therefore raised its ugly heard all over the north making it the most poverty

stricken areas among the 10 regions of Ghana. [16]
Educational Attainment and Intervenfions

One consequence of the north's limited development is that few resources can be
generated from within the region for essential social services.[1]. Education has been far
lagging behind that of the southern Ghana by over §idecades.[16] While nearly 70 per
cent of all school-age childrén are enrolled in primary schools nationally, in the Northern
Region the rate is just 50 per cent and in the Upper West and Upper East regions only 51
per cent and 56 per cent, respectively. The three northern regions can claim only about
half the national secondary-school enrolment rate. 1] In Ghana Statistical Service’s Core
Welfare Indicators Questionnaire Survey ol 25'33 for example, agcess to secondary
education was recorded at 7.9 percent in‘the Upper East Region a5 against 63.4 and 56.1

percentage in Greater Accra and Ashanti Regions respectively.[16]

.___.-r""
Though Education is said to be “FREE™it has not been easy to access by the northerners
even within their own territories let alone in tertiary institutions elsewhere (outside the
o —

north) due to several factors including facility fee payments, books, accommodation,

etc.[16]



Relying mainly on the human resource of the youth and children as farm hands or
shepherds for livelihood, parents traditionally are confronted with the challenge of
enrolling their wards in schools as a difficult option. School drop-out rates are
consequently high at the northern regions of Ghana and inevitably street hawking and

arms-begging by strong youth have gradually become common.[16]

Regrettably, farms culturally handed down to the youth yield just a little: thus accounting
for their involvement in other unfruitful atgments, pettyf 'f'igh;gs. political disturbances,
tools for chieflaincy disturbances and sometimes high street rubbery and home wrecking.
Often, the very few young men and womenswhoedare able to find their way into
institutions do that on their own with no or very little assistance from their parents or the

government.[16]

Efforts to Get Children Especially Girls into School [1][3][16]

As elsewhere in Ghana, special efforts have been made over the past decade to get more
children into school. Poor families receive small-grants when they enroll children, and
school feeding programmes provide an-additional incentive: Tn areas where the school
feeding programme has been introdiced, notes ‘Mr. Dordunco, “enrolment has so
increased that infrastructure, school buildings, facilities are not able to cope with the

e
increase.” [1], —— e

Ghama—School Feeding Programme and Capitation Grants are implemented in Basic

Schools with the aim of increasing enrolment, attendance, and retention rates. Enrolment

rates in World Food Programme(WFP)-assisted schools in the Bolgatanga and Bongo



Districts  increased by 14 and 10 percent respectively.[3]
The take-home ration component has also had a tremendous impact on girls* education in
Ghana’s three northern regions. Girls” enrolment in assisted schools grew from 9,000 to
42,000 at the peak of the programme, whilst retention rates doubled to 99 percent.
In order to qualify for take-home rations, girls have to attend school for a minimum of 80
percent of the month. This has led to two interesting developments, First of all, parents
allow their daughters to attend school more willingly and regularly, because the take-
home rations are considered as compensatign forhe loss of'the economic activity which
their daughters would have provided if they had remained at home. Secondly, regular
school attendance has resulted in better academic performance, enabling more girls to

qualify into high schools.[3]

Other Non Governmental bodies and  Christian _Aid like the Catholic Relief
Services(CRS) are also helping immensely get more- children of school going age into
school. In fact, according to source some of thesc bodies started providing food, school
uniforms, teaching and leariiing materials, et¢ to some of the pupils, éspecially girls in the
rural areas of Northern Ghana before the implementation” of the government
interventions. Now, it is noted that the-CRS are-concentrated at the Upper West Region,
where there are more Catholic schools. Bonaboto Educational Fund(BEAF) was also
launched in Zﬂj}_l_f.:!ssisl very peosand brilliant school children in some areas in the

Upper East Region.

e —



‘Dehumanizing cultural practices’

Across most social and economic indicators — from school enrolment to health to access
to land — northern women and girls fare far worse than their male counterparts. That is
true across Ghana (as in most countries worldwide), but the north in particular is
influenced by the persistence of “dehumanizing cultural practices,” says the Ghana

Human Development Report.

" Female genital cutting remains widespread. ¥T hose\practices ate still there, even though

they are declared illegal.”

Other practices are also common. Many young girls are abducted or forced into marriage
at an early age. In the Northern Region anly 2 per cent of landholdings are held by

women, and in Upper West just 4 percent. Widows have few rights to inheritance.[1]

1.2 PROBLEM STATEMENT

School enrolment in the northefn part of Ghana'has been hampered by the involvement of
children in farm and domestic labour. Drop out from sehool is a common phenomenon in
the Northern Regions of Ghana. For example, in the West Mamprusi District especially
in the Yagaba Circuit (overseas area), the annual drop out rate is 3.6%. In addition, there

S s

is a high incidence of seasonal drop out. During the farming season, not less than 40% of
the pupils in the district stop attending school. They help their parents in their farms. [14]

The high drop-out rate of boys and girls in school is the most significant phenomenon in

Morthern Ghana. Some of the reasons are:;



> As pupils grow up, they are needed in the house to take part in the tedious tasks of
fetching potable water and fire wood tasks considered to be for children.

# Parental poverty issues which compel them to force girls into early marriages and
the boys to help on the farm and herding of cattle or child labor at early ages.

» Lack of good quality of teaching and learning materials.

> Parents unwilling to allow their children especially, young ones walk very long
distances to school for safety reasons.

» The presence of anti girl-child education and)soclp-cultural practices pulling
teenage boys and girls out of school,

» Lack of access to school. [24] [14]

1.3 OBJECTIVES OF THE STUDY

The main objectives of this research areto:

(i) Estimate the probability that a child will drop out of school after some time (years).
(i) Determine if there is a significant difference between the drop out rate of boys and
girls in Northern Ghanaat. the basic devel, particularly, in the" aftermath of the
implementation of the school feeding programme and the payment 0f the capitation grant,

(iii) Compare the basic school dropout rates among the three Northern Regions of Ghana.



1.4 METHODOLOGY

The research was limited to secondary data obtained from Ministry of Education Youth
and Sports on annual enrolment levels of the Basic Schools in each district at the three
Northern Regions for the years 2001 to 2007. Survival Analysis considers subjects
individually; so here, the various districts were considered as individual, Since the data is
not continuous, a threshold of 35% was set whereby a percentage difference in enrolment
between two adjacent years exceeding the threshold was considered to indicative of a
dropout situation.

Kaplan-Meier Survival and Hazard curves were plotted for the various factors. Log-Rank
(standard nonparametric method) and Breslow tests were used to compare the Kaplan-
Meier Survival Curves. The Cox Proportional Hazards Mode! was used to fit the data.
The Statistical Product for Saeial Scientists (SPSS) was tised as a computational tool for

the analysis.

1.5 LIMITATIONS

There are some limitations 1o thisproject which iru;ludea:

The nature of the data for the analysis“which is a secondary dita and since the data
collection was not done directly, the reliability / authenticity of the data cannot be 100%

guaranteed, -

-

Also, all the regions in the country could not be studied due to the limited time available
for the-stady and also due to a lack of funding for this project.
Finally, the records of pupils appeared not properly kept so that data on annual enrolment

levels for some particular years and posed difficulties of retrieval for the study.
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1.6 STRUCTURE OF THE THESIS

Chapter one contains the introduction. Basic concepts in Set Theory, Probability Theory
and test of hypothesis are in chapter two. Alsq, we haye_ in chapter three, the review on
principles and application of the survival analysis.” The' Data Analysis of the study can be
found in chapter four. However, chapter five ¢ontains the Discussion, Conclusion and
Recommendation of the study. Finally, we h;ave the list of references, tables and

Appendix.



CHAPTER TWO

LITERATURE REVIEW

2.0 INTRODUCTION

A dropout is considered, a student who for any reason other than death leaves school
before graduation without transferring tcgapr.l?-.r ughmhé Drop out of school is a well
documented social problem and often Ertﬁeﬁu Bﬁufnﬂrﬁg ml’i:uqum.n for adolescents.
Dropping out is also associated with delinquency, and low school achievements.
Dropouts also cost the nation billions of dollars in lost tax revenues and in welfare,
unemployment, and crime prevention prw[ﬁj. Mps have shown that one of the
major reasons for children being keptout-o F—sﬂ'im! was the fack of education of parents.
Research describes dropout and ﬁpﬂ?ﬁnﬁ'a& educational wastage of inputs since the
output is not there as planned (UNESCO, 1998). On the other hand, educational wastage
is defined as the input/output ratio, a8 an issuc of cost-cficiency. Dropoul as a measure
of wastage or efficiency nl‘séﬁﬂp}u: edircation system is measured 'tw a method of cohort
analysis. Cohort is a group ﬂl"pup'i'h".'tw”lm,emq_f ihe first Oycleof a school in the same year
(UNESCO, 1998, pl14). The commonly used way of cohort analysis is that the enrollment
in one grade in a given vear is compared with enrollment of the consecutive grade during
the following y:;;izﬂl oz

The determiination of school dropout deals with concept of enrollment which is defined as

the total count of pupils who were enrolled on the first day in the academic year, or at any
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time in the course of the school year, and used as the population figure against which
dropout is subsequently counted.

In this study, dropout is indicated by a percentage difference in enrollment exceeding a
percentage margin of 35%. School dropout is a world wide problem, and it affects the

futures of our students every day.

2.1 ISSUES AND CAUSES OF SCHOOL DROPOUT INAMERICA
High School Dropout Students droppirg out of ngh' sehoo! is a major problem facing
America today. Millions of young people are dropouts without a high school diploma
(Schwartz). Nearly half a million students are dropping out cach year (Schwartz). The
dropout rate is declining a little each year, vet it is still a severe problem facing
America. A large portion of dropouls happeén before the ténth grade (Schwartz). The
main causes of school dropouis are persenal factors, home and sehool stability, school
experiences, social behavior, ‘and rebellion. Personal problems affecting students
seem to be the main cause for students to drop out of high school. Children seem to
be the main personal problem facing dropout students, cspccially in women. Close to
half of the dropouts students, both male and female, have-children or are expecting
one (Schwartz), Marriage is another great personal factor to the dropout rate.

Marriage is a very stressful factor to any student. This stress could and does send

many students to the point m have too much to deal with. School becomes a
second-priority and is often discarded to lighten the load married couples deal with.
Most of dropouts are married. Jobs also increase the percentage of students dropping

out of school. Some students may and do have to take on a job to support themselves
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or their family. The job may interfere with school hours, school homework, and/or
school activities. Drug problems are very serious and have major side effects
students. This serious problem causes many students to drop out of school. They do
this to either to help their drug addiction or to get a handle on their problem. Students
in broken homes are more than twice as likely to drop out of school than those with
families intact (Schwartz). This is so because of the fact that this is another stressful
matter these young minds must also deal with. Home aad.school stability is another
cause to for students dropping out of high sehoel.Mage than half of dropouts have
moved within their four years of being in high school (Schwartz). If a student does
not have a stable home or a stable school life, then they, are more likely to drop out of
school. Stableness allows the student to feel comfortable enough to try to work at
school. If they have a stable-home and school life, then that is one-less worry for
them. This allows them to concentrate on staying in school instead. The more stable a
situation is, the more comfortable the student becomes with the surroundings, the
better they get along with teachers and students, and the easier it is for the to fit in and
work hard at school. Bad sehool experiences are also a large contributor for the
school dropout rate. A large majority-of dropout students-were only taking the bare
minimum general high school requirements. This is because no one pushed them to
try harder. This__g;ade students feel that school was not important enough to try hard
at. These students then dﬁﬁn_ care because they do not think school is
impostant. These students also said they did not have much attention given to them
when dealing with their schoolwork. This also emphasized that school was not

important. A large majority of dropout students were held back a grade at least once



in school life. This made those students feel as if they were not as smart as the other
students, so why even bother. Social behavior is another cause for students dropping
out of high school. Most students who dropped out of school did not like school to
begin with. These students were failing as it was. They could not keep up with their
schoolwork. They did not get along with their teachers and/or other students. They
may have had disciplinary problems. A great portion of dropout students were
suspended at one time or another. Frequently, absent students also make them more
likely to drop out. A good deal of drapout students.bad.even been previously arrested.
This is because high school dropouts tended to'believe they have no control over their
own lives. Some students did not feel like they fitted in or they may have felt unsafe.
At this time in a students life school is the most awkward place to be. Students will
stay away from it if they can help. it. They will use any tactic including dropping out.
There is also the rebellion facter. Rebellion 1s a very big catise of students dropping
out of school. To some students, school is a place where their parents force them to
go every weekday. These students feel like the teachers make the sit down and listen
to lecture after lecture. They also feel like they do not learn tothink but rather to only
listen and repeat. This is where'the rebellion factor.eomes into play. Those students
do not wish to be asked to repeat something, but rather listen, think, and say their
thoughts f@elingﬁaand views. These students do not want to be told when they can and
cannot have a personal npinfﬁﬁﬁ;_t;p_ic. These students rebel because they feel that
they_do-not have a choice. If they speak up they think they will be considered a
problem child. If they quietly sit in the back they feel they are going against their own

selves. Those students drop out of school to find the world. They leave school to be
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open-minded. Not all students are like this but there are a few who are, If only those
students could be redirected to something useful in the school then they might not
drop out. The high school dropout rate is reducing. It is still, however, a major
concern that should worked on. The home and school stability, bad school
experiences, social behavior, and rebellion all have one main effect: increasing of the
nation dropout rate of high school students in the United States. With half a million
people dropping out of school each year, these key, causes need to be looked at and
examined closely. If these causes are warked'at. maybe.ihe effect will not be has high

as it is now. [29]

2.1.IUNDERLYING CAUSES AND CONSEQENCES OF SCHOOL DROPOUT

IN THE U.S HIGH SCHOOLS[4}

What Are the Characteristics of Students Who Drop Oui?

Socio-economic Background National data shew that studenis—from low-income
families are 2.4 times more likely-to drop out of schoolthan are children from middle-
income families, and 10.5 times more ikely-than-students from high-income families.
Disabilities Students with disabilities are also more likely to drop out. The National
Transition Study estimates that as many as 36.4% of disabled youth drop out of school

e _'_,_..-—'-""--_-_'_
before completing a diploma or certificate.

i
Race-ethnicity Hispanics and Alrican Americans are at greater risk of dropping out than

whites, with Hispanics al a greater risk of dropping out than cither white or African

American students. Nearly 40% of I—ﬁspanics who drop out do so before the eighth grade.
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Academic Factors National research also indicates that academic factors are clearly

related to dropping out. Students who receive poor grades, who repeat a grade or who are

over-age for their class, are more likely to drop out.

Absenteeism Students who have poor attendance for reasons other than illness are also
more likely to drop out. Clearly, students who miss school fall behind their peers in the
classroom. This, in turn, leads to low self-esteem and increases the likelihood that at-risk

students will drop out of school.

Occupational Aspirations Young people’s perceptions of the economic opportunities
available to them also play a role in their decision to drop out or stay in school. Dropouts

often have lower occupational aspirations than their peers.

Six Predictive Factors The.following individual-level faetors are all strongly predictive

of dropping out of high school:

= (Grade retention (being held back to repeat a grade)

* Poor academic performance

»  Moves during high school

* High absenteeism

* Misbehavior

' The student’s fﬁteling that no adult in the school cares about his or her welfare.

What Reasons Ijﬁ.Yuung'PéﬁﬁTEf‘:_i;e for Dropping Out?

Accum a National Longitudinal Study conducted by the U.S. Department of

Education Statistics, here is a summary of the key reasons why ™ to 10 grade students

dropped out:
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School related:

* Did not like school (51%)

* Could not get along with teachers (35.0%)

*  Was failing school (39.9%)

Job related:
®* Couldn’t work and go to school agithe sametime {14:79%6)
* Had to get a job (15.3%)

* Found a job (15.3%)

Family related:

* Was pregnant (51.0%)
* Became parent (13.6%)
* Got married (13.1%)

What are the Consequences of Dropping Out of School?

In recent years, advances in technelogy have fueled the demand for a-highly skilled labor

force, transforming a high school edueation mte -asminimum requirement for entry into

the labor market.

Because high scht)(ﬂ'#mmpletinﬂ’ly_s_l:ggmne a basic prerequisite for many entry-level

jobs, as well as higher education, the economic consequences of leaving high school

without a diploma are severe.
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Earnings Potential On average, dropouts are more likely to be unemployed than high

school graduates and to carn less money when they eventually secure work. Employed

dropouts in a variety of studies reported working at unskilled jobs or at low-paying

service occupations offering little opportunity for upward mobility. Dropping out and

severely impairing a young person’s job prospects and earnings potential, in turn, causes

other secondary, indirect problems:

Public Assistance High school drapduts are alse mwore likely to receive public
assistance than high school graduates who donot go on to college. In fact, one
national study noted that dropouts comprise nearly half of the heads of households on

welfare.

Single Parents This increased reliance an public assistance is likely due, at least in
part, to the fact that young wamen whao drop out of school are more likely to have
children at younger ages and more likely to be single parents than high school

graduates.

Prisons. The individual stresses and frustrations associated with dropping out have

social implications as well: dropouts make up a disproportionate percentage of the

nation’s prisons and death rmvinm. One research study pointed out that 82% of

America’s prisoners are high school dropouts
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2.2 CAUSES AND ISSUES OF SCHOOL DROPOUT IN INDIA [25]

Issue of school dropouts in Mumbai By S. Govande (2008)

The education department of Mumbai runs 1,177 primary schools and 49 secondary
schools that reach out to more than 500,000 children from the low-income groups. Rough
estimates state that over 53 per cent of the children from municipal schools drop out at
about 10 —16 years of age.

The reasons for dropping out are many. Onsel of puberty resulting into engagement and
marriage, household chores mainly looking after children, financial crisis at home are
very common reasons for high dropout rate among girls. For boys, the main reasons for
dropping out are financial crisis, inability to give good results in the school examinations

and the need to be productive and contribute to the family income.

Another very important canse for-drepping eut is the belief that education is
unnecessary and of no use. The quality of education (both content and methodology)
1s very poor. The curriculums do net equip children with various skills that they
require to enter the world of tesponsibilities. Practical learningis missing from the

education system.

Keeping in mind the needs of the low-income groups, the education department needs
to rework on the curriculude methodology. Work based practical leaming
that previde children with skills, which is necessary to start working by the age of 16

- 18 years will ensure a low dropout rate. Currently, such work-based training is

limited to the ITI (Industrial Training Institutes) and ITCs (Industrial Training
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Centres). Some private vocational training institutes also provide such work based

learning opportunities.

Many education-focused organisations have been working toward building child
friendly curriculums that include life skills development in the children.
Unfortunately, implementation of these curriculums remains limited to the schools
that these organizations reach out, Many organizations_have also invested in
infrastructure development, provision of .Eﬂ&ilfgb.ﬂidﬁ,-.md ';'lul.e and book library in
schools.

Schools in Mumbai also lack the much-required infrastructure. Dilapidated buildings,
broken furniture, poorly maintained toilets, poor teaching aids and lack of library

resources together add to the problem of high dropout.

2.3 GENERAL CAUSES OF DROPOUTS FROM SCHOOL

There many factors related to the school environments that affect school completion and
dropout rates. Some of these factors are relatively unchanging from one county to
another, namely school size, location, the percentage-of ‘English Language Learners
(ELL), and the demographic make-up of the school. There are other faciors that schools
have greater control over; these are teacher-quality, class size, and school safety and

students discipline. When cmn’i}rirﬁ;d-,-ﬁb_nm sets of factors lay the groundwork for

understanding the problem of students’ dropout and how to address it.
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Finn (1989) explained that either low participation in school activities or early school
failure leads to low self-esteem, problem behaviours and then alienation from school. In a
later study (1993), he added that: “the likelihood that a youngster will successfully
complete 12 years of schooling is maximized if he or she maintains multiple, expanding
forms of participation in school-relevant activities”. Building on this idea, schools can
reduce dropout by encouraging multiple types of extracurricular opportunities for
students and ensuring that all students can participate (g.g..avoiding exorbitant fees that

would preclude participation by students from lower income.backgrounds).

Other factors related to the school setting include the student not liking school, being
unable to get along with teachers or peers, having difficulty with the materials being
taught, or even having safety concerns while at seheol(Gaenzalez,2003). In addition
students who receive disciplinary measures {(detentions, suspension and expulsions) run a

higher risk of dropping out as well as for retention between grades.

Finally, grade retention has been corrclated with very high ratcs-has of school dropout:
retention for one year leads to a 50% Jikeliliood of dropout'while retention for a second
year a dropout rate of 90%. As a result of this, programmes that aim to address school
completion and dropout must place a considerable emphasis on improving students’

academic achievement while also being cautious in the area of grade retention (Baker et

al, 2001 —-
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There are numerous behaviours that describe students who are at-risk for dropping out of

school; various behaviours have a symptom that is visible from within the school

environment. These are as shown in Table 2.1,

Table 2.1: Behaviours leading to Dropout in School

Behaviour

Symptom

Poor school attitude
Low ability level
Attendancy/truancy
Behaviour/discipline
Pregnancy

Drug abuse

Poor peer relationships

Non-participation

Friends have dropped out

Iliness/disability

Disipterest inschool work, often off-task
Poor grade

Ongeing absences, trouble getting caught
up

Detentions, suspensions, expulsion
Trouble connecting with scheol work
Deviant fﬁendships; illegal behaviour on
campus

Isolates self from peers

Anger, aggression, competing interests(like
¢mployment orsports)

Poor relationship with peers, possible

cognitive difficulties with assignments

(Adapted from NDPC/N, 2004)
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The common element between many of these behaviour is what Finn (1993) termed as a
student’s “disengagement” from school. Considering the sources of each of these

symptoms, teachers and administrators can help students to deal positively with their

life’s challenges and be successful in their school setting.

2.4 PREVIOUS STUDIES ON DROPOUT FROM SCHOOL

Johnson and Kyle(2001), examined the dgterminants of school enrollment in Ghana,
considering historical and social inforrdation t&facmulate’an econometric model of
school enrollment patterns for households. Data came from a 1989 survey of households
in Ghana. The survey collected basic information about community characteristics, health
and school facilities, and living conditions. This 1989 survey was the second in a series
of surveys in Ghana. It ineluded a-sample of children age 6-20 vears. Analysis of the data
indicated that gender of the child and school artendance of the child’s mother was the
most significant predictors of school enrollment status. Boys were more likely to attend
schools than girls, and girls were more likely to drop out of s¢hoo! than boys. Uneducated
mothers were three times more-likely to have children who did not attend school. Girls of
mothers who did not attend school-Swere 1.8 times more likely 1o drop out and half as
likely to attend school than girls of mothers who atiended school. The mean cost of

schooling had no measurable effect on school enrollment status.[17]

i _,.,--"'""-_-_._

Braimah and Oduro-Ofori (2005), assessed the trend of basic school dropout in Amansie
West, a predominantly rural district in Ghana and to further determine the main causes

and policy implications of the phenomenon in the district. Analysis of the data revealed a
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downward trend in the dropout rates. At the primary school level, the dropout rate
reduced from 5.4 percent in 1998/99 to 4.5 percent in the year 2000/01. At the Junior
Secondary School (JSS) level, the dropout rate also reduced from 9.7 percent in 1998/99
to 6.7 percent in 2000/01. This trend was attributed to the diversification of the income
sources of parents, which enabled them to earn more income to take care of their wards in
school. Further analysis of data gathered revealed that about 45.4% of the parents of
school dropouts in the district were extremgly poor with, annual incomes less than
GHg60.00. The views of all stakeholderg of adusation_inh the district confirmed that the
causes of basic school dropout were mainly poverty telated. In view of the strong inverse
relationship between rates of school dropout.and income levels it is recommended that
pro-poor programmes be initiated and implemented in order to increase enrolment and
retention of children in scheol for-the ullimate benefits of public investment in education

to be derived.[9]

Lavado and Galleg051 (2005), tried to capture the systematic characteristics, by gender
and urbanity, which induce dropouts. The framework used is based on survival and
duration models. Finally, a bief siminlation of a cash direct transfer

programme is performed to quantify“the'éxpenditure needed in ord=r to replicate

international successful experiences.

s == _'__,_,..--'—""--_'_
Shiyuan and Wallace (2008), applied discrete times survival analysis techniques to

analym&icn duration in Jamaica. Based on the Jamaica Survey of Living
Conditions 2002, we are able to estimate the effects of household, individual, and other

related covariates on the risks of students dropping out. We compare the discrete time
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Cox model and discrete lime logit model and determined that the two estimations are
consistent. The estimation results measure the effects of the covariates and can be used to
predict the dropout risks of particular students in each grade, which could provide useful

implications for the formation of policy to improve education in Jamaica. [23]

Sottie (2008), examined factors responsible for student disaffection and dropout at the
basic level of education in Ghana, looks at official policies and.programmes put in place
to address the problem and identify ways in‘which\gaps.in those policies and programmes
could be addressed. Specific areas of interest include, pre-dropout difficulties related to
individual, school, home and socio-cultural factors. Children who have dropped out of
school, children in school, educators, parents, and welfare workers form the main
respondents for the study. It 15 expected-that an outcome.-of this study will be the
development of practical strategies. for praviding the suppert.children require to complete

the statutory years of schooling. [2]

Ampiah and Adu-Yeboah{2009), exaniiied-the issue of schoal dropout in six
communities in the Savelugu-Nanten District in the NorthernRegion of Ghana. The
study focused on 89 children (64 boys and 25 girls) aged 7-16 years, who had dropped
out of school. A sngwball ing sampling method was employed to recruit participants to
the study. Two 'rcTsEan.:.l.]-».-:rs inmh_a children using semi-structured interview
schedules over a period of three weeks. School dropouts were asked to tell their own
stories about their schooling experiences and the factors which led to them leaving

school. From their accounts dropping out of school appears to be the result of a series of



events involving a range of interrelated factors, rather than a single factor. The complex
nature of the processes leading to dropout demands input from various actors (i.e.
teachers, head teachers, parent-teacher associations, school management committees and
community members) to detect and address at-risk factors early in order to reduce the

likelihood of dropout. [18]

Imoro (2009), investigated the various dimepsions, of basi¢ school dropouts in rural
Ghana using the Asutifi district as a case “md-. Thé.analysis of data (both quantitative
and qualitative) gathered from several stakeholders of basic education in the district,
revealed that the causes of school dropout were rather, complex. Poor educational
outcomes in terms of performance of candidates in the final examinations of the basic
level as a result of the poer quality of ieaching and learning inthe rural environment was
directly linked to the high rat¢ of drop-out. Although some stakeholders claimed that
poverty was the main cause of school dropout, the significance of the loss of confidence
in the educational system cannot be overemphasized. The policy implication is that
quality consideration in the bmc education delivery should now bu:._ﬂie--priuﬁt}r in order
to regain the confidence of parents-and their wards in the educational system in general

s0 that enrolments and retention of children in school could be enhanced.[16]

Rolleston (2009), examined access to and c_xclusiun from basic education in Ghana over
the period 1991 to 2006, using data derived from the Ghana Living Standards Surveys. It
uses the CREATE zones of exclusion model to explore schooling access outcomes within

the framework of the household production function. Empirical findings indicate that the
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period was marked by large-scale quantitative access gains in Ghana. However, rates of
progress through the system, as well as rates of dropout, showed no such improvements.
Progress towards completion of the basic phase of education was found to be the preserve
of the relatively privileged, raising questions of equity in relation to both the supply and
demand for schooling. While Ghana may be one of few countries in Africa to achieve
universal initial access to education, considerable challenges lie ahead in terms of

improving rates of retention and completion [22]

The factors affecting children’s educational attainment in recent research can be
summarized as including house hold and. societal eharacteristics. Some of these

characteristics are parent’s educational leyel, family size, gender, geographical location,
state of education expenditre;.age of the child .and. score at school, child’s
expectation/self-esteem, religious activiiies. and distance to' sehool. Children may be
withheld from school to tend to younger siblings; to-eam wages, to do household chores
or farm work. These costs may be as impertant as or more important the enrolment fees.
Actually it is not what the chiid must pay that is the problem; it is what they give up in

the time involved in schooling. Although, other methods Were-used, Survival Analysis

techniques have become more and more popular in most recent literature.
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CHAPTER THREE

REVIEW ON SURVIVAL ANALYSIS

3.1 What Is Survival Analysis? [19]

Generally, survival analysis is a collection of statistical procedures for data analysis for

which the outcome variable of interest is time until an event occurs.

By time, we mean years, months, weeks, or days fgom the beginning of follow-up of an
individual until an event occurs; alternatively, time canrefer to the age of an individual

when an event occurs.

By event, we mean death, discase incidence, relapse from remission, recovery (e.g.

return to work) or any designated experience of interest that may happen to an individual,

In a survival analysis, we uSually refer to the time variable as survival time, because it
gives the time that an individual-has™*suryived” over some-follew upperiod.

We also typically refer to the event as a fatlure,-because the event of interest usually is
death, disease incidence, or some other negative individual experience.

However, survival_;i;ne may be“time 10 return to work after an elective surgical

procedure,” in which case failure is a positive event.
e

Survival analysis attempts to answer questions such as: what is the fraction of a

population which will survive past a-eertain time? Of those that survive, at what rate will
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they die or fail? Can multiple causes of death or failure be taken into account? How do

particular circumstances or characteristics increase or decrease the odds of survival? [19]

The uses in the survival analysis of today vary quite a bit. Applications now include time
until onset of disease, time until stock market crash, time until equipment failure, time

until earthquake, and so on.

3.2 CENSORED DATA [19]

Censoring occurs when we have some information about individual survival time, but we
don’t know the suwival. time exactly.

There are generally three reasons why censaring may oceur:

(1) A Subject does not experience the event beforgthe study ends;

(2) A Subject is lost to follow=up during the study period;

(3) A Subject withdraws from the study because of death (if death is not the event of

interest) or some other reason (e.g., adverse drug reaetion or other.competing risk)

These situations are graphically-illustrated.below. The graph deseribes the experience of

several persons followed over time. An X denetés.a persont who got the event.
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EXAMPLE

week 5; his survival time is:5 weeks and is not censored:

Person B also is observed from the start of the study but is followed to the end of the 12-

week study period without getting the event; the survival time here is censored because

we can say only that it is at-least |2 weeks.

Person C enters the study between the second and third week »and 1s followed until he

withdraws from the study at 6 weeks; this person’s survival time is censored after 3.5

weeks.

Person D enters at week 4 and is followed E:-_r the remainder of the study without getting
e -

the event: this Person’s censored time is 8 weeks.

Perso miters the study at week 3 and is followed until week 9, when he is lost to

follow-up; his censored time is 6 weeks. Person F enters at week 8 and is followed until
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getting the event at week 11.5. As with person A, there is no censoring here; the survival

time is 3.5 weeks,

In short, of the six persons observed, two got the event (persons A and F) and four are

censored (persons B, C, D, E)

3.2.1 Three Kinds of Censoring Commonly Encountered [19]
Right censoring
Left censoring

Interval censoring

3.2.1.1 Right censoring [19]

[t occurs when a subject lcaves the study before an event oecurs, or the study ends before
the event has occurred. For example, we consider patients in‘a ¢linical trial to study the
effect of treatments on stroke occurrence. The study ends after 5 years. Those patients
who have had no strokesibythe end of the year are censored. If the patient leaves the

study at time f,; then the event.oceurs.in <1~

3.2.1.2 Left Censoring [19]

Left censoring is wh’_é:ﬁ“the event :ﬁiﬂemsﬂms already occurred before enrolment. This

is very rarely encountered. For example, if we are following persons until they become

_----._ - +_ & ¥
HIV positive, we may record a failure when a subject first tests positive for the virus.

However, we may not know exactly the time of first exposure to the virus, and
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therefore do not know exactly when the failure occurred. Thus, the survival time is
censored on the left side since the true survival time, which ends at exposure, is shorter

than the follow-up time, which ends when the subject tests positive.

3.2.1.3 Interval Censoring [19]

It occurs if the life time is know to be greater than some lower limit ‘L’ and less than
some upper limit *U’,

We should note that Left Censoring is differént from Truhcation

3.3 Definition: Truneation [8]

Truncation is the exclusion of individuals from the data, where the investigator is
unaware of their existence. Truneation is deliberate and due fo siudy design.

Truncation comes in two forms, namely; Right truncation and Lefttruncation.

3.3.1 Right truncation: otcurs when the entite study populdtion has already
experienced the event of interest (for example: a historical survey of patients on a cancer

registry).

3.3.2 Left trunggt_ifn:ﬁ;: occurs Wjeﬂls have been at risk before entering the

study (for example: a life insurance policy holder where the study starts on a fixed date,
e

event of interest is age at death).
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3.4 SURVIVAL MODELS [8§]

Definition 3.4.1: A Survival Model is a probabilistic model of a random variable that
represents the waiting time until the occurrence of an unpredictable event. Survival

Models are classified in two groups, namely; parametric and non-parameter models.

Survival Models can be applied in the mogeling,of;

» The time until surrender of a policy holder’s life insurariee policy.
The time until the full payment of a loan.

The time until the death of a patient

The waiting time until a woman gets married.

The time until an insurance claim is paid or settled,

b . . R

The time until a claim is made on.an automobile insSurance policy.

3.5 NOTATION AND TERMINOLOGY ( [8].{19])

Let T denote the waiting time. (Survival time} till the eccurrénce ofan unpredicted event

as measured from some specified starting point 41504 nori negative random variable with

a probability density function f{1).

Next, we denote by a$mall letter t any specific value of interest for the random variable
- — = _-l"-'-'-._._.--_-__

capital T. For example, if we are interested in evaluating whether a person survives for

more fhan 5 years after undergoing cancer therapy, small t equals 5; we then ask whether

capital T exceeds 5. Thus, T>t=5
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Finally, we let the Greek letter delta (8) denote a (0, 1) random variable indicating either
failure or censorship. That is, § = 1 for failure if the event occurs during the study period,
or & = 0 if the survival time is censored by the end of the study period.

The distribution function of T is therefore given by:

F(r)=P(T <1)

F(t)= ]lf(u]du

We next introduce and describe two quantitativéiterms considered in any survival
analysis. These are the survivor function, denoted by 8(1), and the hazard function,

denoted by h(t).

3.5.1 Survival Function ([8].[191)
The survivor function S(t) gives the probability that the survival time T, is longer than

some specified time t:

That is:

S(t)= P(T 1)

S(e)=1-£(1)

The survival function is also called the survivor function or survivorship function in

problems of biulngi_éal- ‘survival, and—the Teliability function in mechanical survival

problems.[19]
i

The survivor function is fundamental to a survival analysis, because obtaining survival
probabilities for different values of t provides crucial summary information from survival

data.
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Theoretically, as t ranges from 0 up to infinity the survivor function can be graphed as a

smooth curve. As illustrated by the graph below, where t identifies the X-axis.

Theoretical S(z):
S(0) =1

S(1t)
S} mD

Figure 3.2: Theoretical graph of survivor function

3.5.2 Properties of Survival Function [19]

All survivor functions have the following characteristics:

(1) They are nonincreasingythat is, they head downward ast increases:

(2) at time t = 0, S(t) = S(0) = 1; that's, at the start of the sfudy, since no one has gotten

the event yet, the probability of surviving pasttime 018 one;

(3) at time t =oo, S(t) =.Sfe) = 0; that is, theoretically, if the study-period increased

without limit, eventually nobody weuld survive, so the survivet gurve must eventually

fall to zero.

Note that these arc theoretical properties of survivor curves.

In practice, when using actual data, we usually obtain graphs that are step functions, as
e pEie ey :

illustrated below, rather than smooth curves. Because the study period is never infinite in

length, TS possible that not everyone studied gets the event. The estimated survivor

function, denoted by a caret over the S in the graph, thus may not go all the way down to

zero at the end of the study.
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8(1)in practice:

b

Sin

o ! Study end

Figure 3.3: Practical graph of Survivor function

3.6 Lifetime distribution function and event density ([8],[25])

Related quantities are defined in terms of the survival funetion. The lifetime distribution

function, usually denoted by F, is defined as the complement of the survival function,
F(t) = Pr(T < ty=1=5()

and the derivative of F (i.e., the density function of the lifetime distribution) is denoted

by /.

1(t) = 2 F ()

f1s sometimes called the event density; it is the rate of death or failure events per unit

e ._,.,--""---_-_

time
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3.7 Hazard and Cumulative Hazard Functions (I81,122],[19])

The hazard function, denoted by #(1) s widely used to express the risk or hazard of

death at some time t, and is obtained from the probability that an individual dies at time t

conditional on he/she having survived to that time.

For a formal definition of the hazard function, let us consider the probability that a
random variable associated with an individual’s life time T, lies between ‘t* and ‘t+dt’,

conditional on T being greater than or equal @, ‘t"Iwiittdns

Pt<T <t+di/T =1)
This conditional probability is then expressed as a probability per unit time by dividing

the time interval dt, to give a rate.

The hazard function /#(?) is then the limiting value of this guantity, as dt tends to zero.

That is:

it =il

T =
h(r)= 1im{p{r £T5r;dr_, T 1}}
[

The hazard function h(t) gives the instantaneous potential per unit time for the event to

occur, given that _Lﬁe individualihgs_su.wi#ed up to time t. Note that. in contrast to the

survivor function, which focuses on not failing, the hazard function focuses on failing,

——
that is, on the event occurring. Thus, in some sense, the hazard function can be

considered as giving the opposite side of the information given by the survivor function.
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As with a survivor function, the hazard function h(t) can be graphed as t ranges over
various values. The graph below illustrates three different hazards. In contrast to a
survivor function, the graph of h(t) does not have to start at 1 and go down to

zero, but rather can start anywhere and go up and down in an vy direction over time,

Hazard functions

i

hin) T
’,..-""—_'_'“""--_._,_______-

o !

Figure 3.4: Graph of different Hazards

For a specified value of t, the hazard function h(t) has the following characteristics:

(1) it is always nonnegative, that is, equal'to or greater than zero: /7 ()= 0,

(2) it has no upper bound.

Considering, S(t) and h(t), the surviver function 1s moré naturally appealing for analysis
of survival data, simply because S(t) directly describes the survival expericnce of a study
cohort. However, the hazard function 1s also of interest for

the following reasons:

(1) it is a measure of instantaneous potential.”Whereas-a survival curve is a cumulative

measure over time;
5 it may be iked [_Ej_'.ideﬂﬁ i a sfgg_i_ﬁc_mgde] form, such as an exponential, a Weibull, or

a lognormal curve that fits one’s data;

___._--—'_ - " ]
(3) it is the vehicle by which mathematical modeling of survival data is carried out; that

is, the survival model is usually written in terms of the hazard function.

41



3.7.1 The Cumulative Hazard Function [19]

H(r)= ;I-h(u)du

3.8 The relationship of h(t) to S(t) [8][19]
If you know one you can determine the other,

By the concept of conditional probability;

P(t<T <t+dt)

h(:):ﬁﬂ{ dte P(T =1) }

h(r) = Hm{F(r +dr)- F{r]}

de=»1 S(t)edr

Where F(t) is the distribution function'ef T. This implies F(t)= 1- ()

e F’("}“Eﬂ{}r& +j,)_ F(r)}

=H)=d £ 7() =51

S(r) S(r)-
e : _'_,_,-r""-_._--_'_
Where ff7) is the density function of T.

L0 __50

_-—-'-_'_-_

= h(r)= —%[logﬁ'(r}]
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S(r)=exp[-H (1)]
H(t)= [h(u)du
1]
Where H (¢ ) is the integrated or cumulative hazard function.

H(t)=—log$(1)

More generally, the relationship between S(t) and h(t) can be expressed equivalently in

either of two calculus formulae given belofv.

5(r)= exp{— _I:h(u}du]

o-{ege

3.9 Goals of Survival Analysis [19]

We now state the basic goals of survival analysis.

Goal 1: To estimate and interpret.survivor and/or hazard functions fromsurvival data.
Goal 2: To compare survivor and/or hazard funetions,

Goal 3: To assess the relationship of explanatory variables to survival time.

e : __,_.--"'"'-_._-_._
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3.10 ESTIMATION OF SURVIVAL FUNCTIONS (119],125],18])

3.10.1Non Parametric Estimation in Survival Function

Non-parametric approach is that in which one is not restricted to fit a known distribution
to the data. The Kaplan-Meier estimate is a mechanical process that will allow us to

estimate the survival function from an investigation where censoring occurs. If censoring

does not occur, we use the empirical estimate.

3.10.1.1 Empirical Estimation of the Survival Function [19]

Suppose we have a sample of survival times, wherc none of the observations are

censored. Then the empirical survival function S(t) is

S(t) = Number of individuals with survival times >t

Number of individuals in the data survival time

The estimated survival function é(f] 15-assumed to be constant between two adjacent
death times and so a plot of S(t) against “t" is & step function. The function decreases
immediately after each ohserved survival time,

Example on 3.10.1.1 [8]

If the survival or waiting times in months of 1t ctaimants to be paid their benefits are as
below:

11, 13,13, 13, 13;-15; 14, 14, 154517

Estimate the values of the survivor function at time 11, 13, 14, 15, and 17 months.
gy it
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Table 3.1.: Solution: Survival Time and their functions

SURVIVAL
TIME (T) S(t)

i Hi=!

i 10 1 =0.909

14 5(,=0.455

13 %l — 0973

17 e 0
i | /1 {=0.091

3.10.1.2 MAXIMUM LIKELIHOOD ESTIMATION [8]

We shall begin with the definition of the Likelihood Estimate Functions and then
consider maximum likelihood function estimate of censored and truncated data and how
it can lead us to compute the survival functiofs.

Definition: A likelihood function can be thought 6f as being the probability of getting the
data that have been observed.

Suppose in the investigation of ‘n” lifes, T; is the:complete future fime of life j,j = 1, 2,
.«+s 1 and tj denote the observed-futare life time of life j,.assumingthat future life times

are independent continuous random variablesthen the likelihood funciion L is given by

L= ll‘[fl', (fj) ;
el -

e e
Where fr, () s the probability density function of the complete future life time of

_--"'-_T =
random variable T

For independent and discrete random variables:
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L=[]wlr, =1,)

The method of maximum likelihood is applied if we assume T, to be identically

distributed and belongs to a particular family,

Example: A lifetime random variable has a Gamma (40.0) distribution. A random

sample of 10 lifetimes resulted in a mean of 75.3.

Calculate the maximum likelihood estimate of #/based on these observations.

Solution

Let T; denote the ™ life time random variable,

The probability density function of T, is

(f / ] 1,8
1,50 where, ¢ = constant.

T\ Tf( 1 r(40)

Taking the ‘In’ on both sides,

] 10
InL=Ine-40In@-—=>7T
9 2%

Differentiating In L with respect to @,

4{]{} 4
(l Hs—— o ZT

. )""l

— _,_.--"""--_-_-_._

d 1 1
—AInlLl==| = T T

f=1
Setting the above equal to zero we obtain the maximum likelihood estimator
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(=]

6=-—L 31
~ 4005

o,

A
But ) #=753x10

A
3 6=153
A 753
= f=—-=18825
00

Therefore, maximum likelihood estimatopor| € i8 E;z | 4825

3.10.1.3 Theorem: Properties of Maximum Likeliliood Estimators [8]
(1) All maximum likelihood estimators are asymiptotically normally distributed, that is, as
the sample size increases the-distribution of the estimator approaches that of a normal

distribution.

A
(i1) All maximum likelihood estimators are unbiased. That is, E[_H] =8

(iii) The asymptotic variance of a maximum likelthood estimator is given by the Cramer-
Rao lower bound (C.R.L.B).

] ] S

CRLB= _pd'Inl _E dinLT
| do’ de

-

P = _,_,.--"'-_'_-_—
(iv) They are consistent, An estimator &, for a parameter @ is said to be consistent if for

all m:n;(i‘rﬂﬁ,, -6])>58)=0

NOTE: Parameter Estimation Using Incomplete Data

Incomplete data may occur either through censoring or truncation.
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3.10.1.4 Construction of the Likelihood Function for Censored Data ([8],[9],[22])

Suppose we want to carry out mortality study involving lives with the assumption that
lifetime and censored lives are independent, then the likelihood function L is the product

of the individual lifetime probability density functions.
L = n-f:’. (f_f )
i=l

Where T; denotes the lifetime random variable for life j and t,_is the observed value of T},
: ot R

Now suppose that some of the survival times are #ight censored and that the " life to be
censored is censored at age c;.

Our L is now:

=TT TP, > )

el fEd

L= Hf?, (rr)nsr (C_r )

ieD Joe
Where: Si(.) = survival funetion.for life j
D = set of lives that éxpenienced the-event during the study.
C = set of lives that were right censored.

Similarly, when the life times of the j" life censored is now known exactly but is known

% =3} __'_,_,_.-'—"'_'_-_._ =
to lie in the interval (C;, d;), then the likelihood function L becomes:

L= Hf‘f_nPr[c <T, c:.-:a']

jel )] (3 a]

L=TT/ @)TIs,lc,)-5

D JeiC
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Example 3.1 [8]

In a mortality investigation, lifetimes are right censored at times 10, The following set of
observations was recorded from 7 independent lives: 4.35, 8.9, 10, 5,66, 10, 10, and 1.25.

Assuming that the lifetime random variable of each of these lives follow an exponential
distribution with parameter @

(i) Write down the likelihood function.

(i) Calculate the maximum likelihood estimator of €

(iii) Obtain survival function of the lifetim® randem vafiable.

Solution
Let T denote the lifetime random variable for i Jife to dic and T; denote the lifetime

random variable for the j* life {6 be censoied, The likelihood function L is:

L=T1#@)TPtlr, > 10)

e JEC

O

jeC

[-3a]

begrel- 5 7))

4-"'""_-_'_-_-_'_
T 0
=20, 16" -
LZH_"E "éﬁ% g
| -jﬂ.ly T
LZEE i

49



{"] |UEL —‘:Hﬂgg—&lﬂlﬁ

Differentiating with respect to® .

dlogl -4  50.16
6 ¢ &

dlogl
Setting ;; =0.

A 5026
g
6=12.54
Thus the maximum likelihood estimate of 2 js12.54
(iiiy S()=Pr(T > 1)
s()=1- [I_e‘%z-s4]
S(e)= e"’r{”*,r >0
3.10.1.4 Construction of the Likeliliood Function for Truncated Data ([8],[9],122])
We now consider the form of the likelihood funetion when left truncation is present.The

likelthood function is the form:

L=I—I-fr;;u,<rqﬂ,'(’7') | "".H.-_._-_.__
!

i i)
nPr(U <71 <V)

If ¥, =%, there is no right truncation V;.
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3.10.1.5 Kaplan-Meier Estimation of the Survivor Function ([8],19),122])

The Kaplan-Meier estimator (also known as the product limit estimator) estimates the
survival function from life-time data. An important advantage of the Kaplan-Meier curve
is that the method can take into account "censored” data — a loss from the sample before
the final outcome is observed. When no truncation or cen soring occurs, the Kaplan-Meier

curve is equivalent to the empirical distribution.

A plot of the Kaplan-Meier estimate of thé'sitrvival ‘funiction a Step function in which the

estimated probabilities are constants,

100

Gene A signalure

rviva

Gene B sigial_ure

Percent Su

g

1 2 3
: Years
2 5 e e
Figure 3.5: Kaplan-Meier plot for two conditions Gene A and B

_--'-_._
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An example of a Kaplan-Meier plot for two conditions associated with patient survival

On the plot, small vertical tick-marks indicate losses, where patient data has been

censored.

In medical statistics, a typical application might involve grouping patients into categories,
for instance, those with Gene A profile and those with Gene B profile. In the graph,
patients with Gene B die much more quickly than those with gene A. After two years

about 80% of the Gene A patients still survive, But less than half of patients with Gene B.

3.10.1.7 Formulation (181.19].[22])

The Kaplan-Meier estimator is the nonparametric maximum likelihood estimate of the

survival function, S(r). It'is a product-of the form

é(-’):]:[ﬁ; forj=1,2,3...,r
g

N
Where 7, =—J—n—j is the estimated probability that an individual {or subject) survives
i}

through the interval t; to 1,
Wherej=1,2, ...,
1 = total number of events in the whole period of observation.
s o e . -
n; = number of subjects who survives just before time t; (i.e. When there is no censoring).

With-cenisoring, #, is the number of survivors less the number of losses (censored cases).

d; = number of individuals who experienced the event at time t;.
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And S(t) = Lift <ty and 8(t) = 0 if t > t, where t, is the largest observation event time

which is uncensored,

3.10.1.8 Variance and Standard Error of Kaplan-Meier Estimator ([8],[9])

The variance of Kaplan-Meier estimate of the survivor function is

B0)-0r Sy

Proof

The number of individuals who survive through the interval beginning at 4 can be
assumed to have a binomial distribution'with parameter nj and p;, where p; is the true
probability of survival through-the interval. The observed number who survive is ny-dj,
and using the result that the variance 6f a binomial random variable with parameters n, P

is np(1-p) the variance of (n,-d)) is given by
\"H.l'(ﬂ';- T d_f J: n_.r'p,f'(l = :I?,; )

Since

. _ivar[nj-dil |
The variance of £, is 2 that is

f——— 32

-

The variance of £, may then be estimated by
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Pl-p,)

)

Since

vrlg) = { £} vt 33

Using the above equation, the approximate variance of log F} i [1 = % 5 ]
n, §

( d
Which on substitution for £, reduces ta ~ id :

IS !

But:

var(log ()= 3 verliog

=

IugS ,-1/” L

Further application of equation 3.2 vields

, 1 (o
‘Uﬂ.r{lugS (i' ))= W '-"ﬂf'(,S (¢ )]
= va.r(S(f ) [S(r F;—j(:i—%)

H - et _._,_,..-"'"--_-_-_
This result is known as Graenwmd 's formula.

The standard error of the Kaplan-Meier estimate of the survival function is the square

root of the estimator variance of the estimate, which is given by:
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Se!s"{:)]zﬁ(f)[gai_”}%

For /) St=1,,
3.10.1.9 Pointwise Confidence Interval for the Survival Function [8]
We can use the Kaplan-Meier estimator and its standard error to provide a linear

confidence interval /(z) for the survival function S(f} on the assumption that S(t) is

normally distributed. That is:

1) = 18) - Z(.ySelS(0)} S()+ 2, S50

The above confidence interval /1) pives 100(1-% )% confidence of enclosing S{¢) at a

single point t, where & ‘is-the level of significance.

3.10.1.10 Estimate of the Hazard Function, #() [8]

A natural way of estimating the hazard function of a survival datasisto take the ratio of

the number of deaths at a given death time to the number of individuals at risk at that

time.

If there are d; deaths at the | death time t;, j = 1, 2, ..., r and the n; at risk at time t; then

2 = Y . e J
the hazard functien-in the intervat—from tj to tj; can be estimated as h(")—_” m for
]

fj {J—li-f}:]'_a:nd T.r:rﬁi_'rf
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3.10.1.11 Estimate of the Cumulative Hazard Function, (/) [8]
The cumulative hazard at time t, H(?) =""3'E[5(f}] and so if §f1) is the Kaplan-Meier

estimate of the survival function, then f ()= —log[S[:)] is an approximate estimate of

the cumulative hazard to time .

(n =]

f) )

A k
:‘H(r]=_ZIOg[ ] fDr lrj. Efﬂfl_ﬂ.ﬁ: =I..2, ..... n and t“::h EI:]- tta]'l s ‘{ﬂ am

J=1 ﬂ_r

the r-ordered death times with /(,.) < .

Example 3.3 ([8],[9])

The table below shows the data given for 18 women » all of whom were aged between 18
and 35 years and who had experience two previous pregnancies and therefore commences
the use of a contraceptive bur some discontinué the use of the 1UD for health
complications. Discontinuation times that are censered are labeled with an asterisk.

The times in weeks till discontinuation of the use of an intrauterine device (IUD) are as
follows:

10, 13", 18", 19, 30, 36, 38",'54°,.56%.59, 75,93, 97, 104™ 107, 107°,107",

Construct a table showing S(t), Alt) and 95% confidence interval for 3(t).
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Table 3.2: A table showing S(t), /(r) and 95% CI for S(¢)

Time |z, |n |d |#a-d [S0 h(e) | sels())] 95%
interval n, Confidence

Interval
[0,10) 10 18 0 1 1.0000 | 0.0000 | 0.0000 |-

[10,19) |9 18 1 0.9444 | 0.9444 | 0.0062 | 0.0540 (0.839,1.000)

[19,30) | 11 15 1 0.9333 | 0.8815 | 0.0061 | 0.0790 (0.727,1.000)

[30.36) |6 13 1 0.9231 | 0.8137 | 0.0128 | 0.0908 (0.622,1.000)

3659 [23 |12 |1 [09167/] 0'aB9 [ 0[odas | 0.1107 | (0.529,0.963)

[59,75) |15 |8 I 08750 0.6526 [0.007% | 0.1303 | (0.397,0.908)
[7593) |18 |7 | 0.8571 | 0.5594] 0.0079 | 0.1412 | (0.283,0.836)
[93,97) |4 6 | 0.8333 | 04662 | 0.0417 | 0.1452 | (0.182,0.751)
[97,107) [ 10 |5 T 08000 0.3729 10,0200  0.1430 | (0.093,0.653)
107 0 3 | 0.6667 | 0.2486 | - 0.1392 | (0.000,0.522)

In some cases, one may wish to compare different Kaplan-Meier curves. This may be

done by several methods including;

« The Log rank Test

e The Wilcoxon Testor Breslow. Test.

3.10.1.12 Log Rank Test [8]
The logrank test (sometimes called the Mantel-Cox test) is a hypothesis test to compare
the survival distributions of tw&r&‘ﬁ’nﬁm is a nonparametric test and appropriate to use

when the data are right censored.
A HIG U8

The log-rank test is constructed by considering separately each death time in two groups

that is Group I and Group II. Suppose there are ‘r’ distinct death times t;) < to) < ...<ty
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across the two groups and that at time t, j» dy; individuals in Group I and dy; individuals in

Group I diefor j= 1,2, ..., r
Unless two or more individuals in a group have the same recorded death time, the values
of dyj and dy; will either be zero or unit. Consequently, at time t;; there are dj = dy; + dy;
deaths in total out of n; = nyj-ny; individuals at risk.

2
The test statistic for the log rank test is _th » Which has a chi-square distribution with one

degree of freedom.
Where:

UL == 21 (dij = EU)
i=
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3.10.1.13 Wilcoxon Test / Breselow Test 18]

This test just like the log rank test is used to test the null hypothesis that there is no

difference in the survival function for two groups of survival data.

i
The test statistics is ", =Fn

i which has chi-square distribution with one degree of

freedom when the hypothesis is true.

Where:

Py =) mV,

=1
3 rir,jnzjn:l’J(r{r a’JJ
]" nf(n; I)

3.10.2 Some Survival Distributions [25]

Parametric survival models are constructed by ehposing a speeific probability

distribution for the survival funetion: It is relatively easy-to substitute one distribution

for another, in order to study the consequences of different choices.

The choice of survival distribution expresses some particular information about the
e - _'_,_,_,-—""-_-_-_.__

relation of time and any exogenous variables to survival. It is natural to choose a

statistieatdistribution which has non-negative support since survival times are non-

negative, There are several distributions commonly used in survival analysis, which are

listed in the table below. =
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Table 3.3: Some Common Distributions Used in Survival Analysis

Distribution Survival function S(t)
Exponential (special case of =T
Weibull) €
Weibull e-{ﬁlr ¥
Gompertz
8%(]_‘3&]
Log-normal b m[ n()- u ]
o
Log-logistic NYElL
I o
[' KO ]

Where @ is the cumulative distribution function of the standard normal distribution

3.11 Cox Proportional Hazards Model [19]

The model allows us to_predict the hazard rates for individuals with. different risk
characteristics, such as sex smoking habits, marital status etc.

The Formula for the Cox PH Model

—
h(t, X) = holt)exp [Z ﬁ!X{l g
£

Where:

B, is the coefficient of covariates
e
B () is called the baseline hazard function.
e
X Denotes a collection of p explanatory variables

The model is semi parametric because- hy (r) is unspecified.
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Survival curves can be derived from the Cox PH model.

The larger the value of the hazard function the greater the potential for the event to
happen.

Cox model survival function is given by the formula:

S(I,X) = [S{] (f)]cxpg{ﬂfﬁf]
Where:
B, is the coefficient of covariates

S (’} is called the baseline survival function,

A denotes a collection of p explanatory variables

i=L23...,p

3.11.1 The Hazard Ratio (HR) [19]

In general, a hazard ratio (HR) is defined as the hazard for one individual divided by the

hazard for a different individual. Thus,

fr{r*x*)

h(t,X)
where == - etinas i

X* =(x!* 5,"'1X;)
and —
XZ(-quXIl""IXPJ

denote the set of X's for two
individuals

HR =
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We now obtain an expression for the HR formula in terms of the regression coefficients

by substituting the Cox model formula into the numerator and denominator of the hazard

ratio expression:

T E{Iix"J £ ME"‘

AR = = :
' mEi-l ﬂrxr'

Therefore, Hazard Ratio is written below:

—_— P
HR = exp Lzl B (= xf;n}

3.11.2 Assumptions of the Cox Proportional Hazards Model [41]
The Cox Proportional Hazards Model is only appropriate if:
(i)  Hazard curves (plots) do not eross.

(ii)  Hazard ratio is independent of time: thus from Squation (*),

(i) Baseline hazard function not involved in the HR formula.
(i)  Hazard E’ﬁ&far— two X’s are proportional:
h(t, X*) =0 h(t, X)
_H_
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Example on 3.11 ( [28],[19])

A hazard rate model is dependent on two covariates, sex and alcohol consumption. The

covariates take values

] if life is a m ale
0 if life is a fem ale

X;;= average number of units of alcohol consumed each week by life ‘i’

The parameters of the model are: b, = (.7

|:I2 = ﬂl]

The baseline hazard rate at age t is h(t) = 0.00001 X 1.1°

The model is therefore

B (e)=hy(t)exp[0.7x, + 0i11x ]

Calculate the hazard rate using the above model for

(a) A male life aged 55 who consume an average of2 units of alcohol per week.

(b) A female life aged 50 who eonsume 6 units of aleohol'each week:

Solution

@@  #(55)=0.00001x1.1% exp[0.7x1+0.11x2]

A (55)=0.00189%"7"* —
5, (55)=0.00189x 2.014x1.246

_h[55)=0.00474

(b)  Female 50.6 units of alcohol —
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h.(50)=0.0001x1.1% expf0.7x 0+ 0,1 | x 6]

#,(50)=0.00117 x £
h,(50)=0.00117x1%1.935
h,(50)=0.00226

3.11.2 Obtaining the Partial and Estimating Parameters (181,191

If there are no ties in the data and there are p parameters, then we will have n-ordered
death times of yy, ya, ..., ¥,
Let °j’ be the life that dies at times ; and Kjthe ntimber ofpeople exposed to risk at time

¥ Then the contribution to the partial likelihood from the death occurring at time y; is:

K_:'
i

3K

I:HJ
Where KJ = m{j::l_i’m,x,.E +b, %, +...+bp.x#_, :

The partial likelihood function LL is

LL=2]H(KJ)—EH:[11|:Z xl

J=1 f=1 el

1L=Y"Ybx, -y “[.;,K'J

L
I
J=l k=l =l

# e = _'_,.-'—"'---_-_-_. ] ¥
Taking partial derivatives of the log-likelihood, and setting to zero, forms the
simultanesus-equations. The solutions to the equations give the maximum likelihood

estimate of by.



3.12 Test of Parameter Significance (181,191
Global test of all p parameters test:
Hy:by=b=...=b =0

r

Global test involve testing whether one or more parameter equal zero,

H,=b,=0

3.12.1 Likelihood Ratio Test [8]
The Test Statistic for the Likelihood Ratio Test is as shown below:

v =2|Lr(p)- L2

A -

Where LL(E?J is the log-likelihood accordingstorasparameter set’. Parameter set b
includes ‘s’ particular paraméters. fitted to (he data, whilst in set E'unly u of these

parameters have been fitted to the data i< s}, B will include the other ‘s-u’ parameters

but at a predetermined value as defined by Hy.

X’ should therefore have aIfi_u; distribution, according to Hp and is testediaccordingly.
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3.13 Parameter Selection for the Model [8]

STEPS

Perform global test, if not significant the model will include.no covariates.

If significant then the following stages:

(1)  Start with no covariate and test significance of including just one additional
covariate.

(2)  Repeat previous step for each potential covariate, add the most significant
covariate  to the model.

(3)  Continue to add covariates to_the-model always choosing the most significant

until no further significance parameters are found.



CHAPTER FOUR

ANALYSIS OF DATA
4.0 INTRODUCTION

In this section we will use a non parametric model called Kaplan-Meier method to plot
the survival and the Hazard functions. Log Rank and Breslow tests would be used to test
the equality of the survival curves. Then the Cox PH Model (semi parametric) will be
considered for the parametric analysis tb g&lget amibng| tfe covariates, those that have a

higher explanatory power on the Hazard rate of dropout from school.

4.1 DESCRIPTION OF DATA: The data analysis consists of two covariates; the region
of the pupil and gender of pupil. Dropout of school is indicated by a drop in enrolment:
thus, a percentage differenee in enrolment between two adjacent years which exceeds the
threshold of 35%. The threshold of 10%, 20% causes a.drep. in €nrollment in almost all
the districts and 30% causes a drop in most of the districts and thus making the result
trivial. Refer to Table A2 in the appendix for-the.percentage differénces in annual
enrollment levels.

For this study, data was collected on- DBasie Sehiools in-24 districts from the Three
Northern Regions. The data spans seven years from 2000/2001 to 2006/2007 academic

year. This data is a-secondary data obtained from the Ministry of Education, National
s, st

Headquarters-Accra.

o —
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4.2 CLASSIFICATION OF VARIABLES

The predictor variables selected to have the potential effect on the waiting time till a

pupil drops out of school are as follows:

Table 4.1 Characteristics of Pupils

COVARIATES LEVELS NO, OF LEVELS

REGION NORTHERN, 3

UPPER EAST, AND

UPPER WEST

GENDER MALE, FEMALE 2

4.3 Definition (Dropout): Dropout of schoel simply means one who quits school, In
general terms dropout means one who has withdrawn from a given social group or

environment.

4.4 NON-PARAMETRIC DATA ANALYSIS

4.3.1 Kaplan-Meier (Product Limit) Estimator

We will look at the Kaplan-Mgier curves for all eatesorigal predictors, This will provide
insight into the shape of the survival and the Hazard Functions. Then, we will cvaluate
whether or not K-M curves for two or more groups are statistically equivalent by using

log-rank and Breslow tests.

—— : a—F"’"'_._--_._
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4.4.1 Kaplan-Meier curves for the three Northern Regions

Case Processing Summary

Tabled.2: Case Processing Summary for the Regions

Total No | No of | Censored
Region |Of Events T T e
Districts | N Percent
Northern Region | 26 16 10 38.5%
Upper East
Region 14 8 6 42.9%
Upper West
Region 8 0 ’3 100.0%
Overall 48 24 h2d4 B0:0%

NOTE: We have 24 districts in all but each districtis considered twice; for male and female pupils. This

resulted in the overall for Total N 1o be 45,

From the table, column I"from the feft shows the different regions. Colurin 2 shows the
number of districts in each region. Colurnn 3 shows the number of districts in each region
who experienced a drop in the enrolment of pupils exceeding the threshold from one
stage to another at the basic school; which indicates dropout from school. Column 4 and
5 show the number of districts in-each region whose drop in-entolment of pupils fell
below the threshod.sk

The Northern Region has the highest dropout rate of 61.5% followed by Upper East with

57.1% and the Upper West with 0%.
P _'_,_,_,-—"""--_'_
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4.4.1.1 Kaplan-Meier Survival Curves of Regions

Survival Functions

ol _ Region

_|'] Nerthem Region
_I | Upper Easl Region
Upper Wesl Region

Bo 4 Northem Region-
censored

| Upper East Region-
censored
Upper West Region-
. : censored

Cum Survival
=
on
1

=1
=
1
+

0.2+

-

Surtime(years)

Fig.4.1. Kaplan-Meier survival plot of the three Northern Regions

With the Kaplan —Meier Mamm been able to get a graphical representation of

probability-ef survival against time in years.

In the survival plot, drops in the survival curves occur whenever there is an indication of

dropout from school (i.e. a drop in enrolment which exceeds the threshold).
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However, Upper East and Northern Regions had a drop in enrolment levels between
successive years exceeding the threshold at year two (primary two); indicating dropout of
school. Also, between year two(2) and year five (5) we have the survival curves to he
parallel to the time axis with a constant probability of staying in school (i.e. survival or a
drop in enrolment levels not exceeding the threshold) equal 0.55 for the Northern Region,
0.85 for Upper East Region. There is another drop in survival at year five (primary 5) for
the Northern and the Upper East Regions_with probability. af staying in school at
approximately 0.4 and 0.6 respectively, Upper Bast.had-afother drop in population at

year six (primary 6).

It is observed from the graph that Upper West Region never had a drop in enrolment

levels exceeding the threshold through.out the study peried (ths, indicating survival).

Comparing the three Regions from Fig.4.1, Northern Region has the lowest survival
value of 0.4 followed by Upper East (0.45) and finally Upper West survival value at 1.0
at the end of the study.

In summary, the survival plots suggest that there is-a high indication of pupils dropping
out of school at year 5 for the Northern Region, and Upper East Region curve gives

indication of dropout at years 5-6 and 6- 7.

—— __,.-'—"'_.---_-_
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4.4.1.2 K-M Hazard Curves of Regions

Figure 4.2 below, shows the hazard function which gives instantaneous potential of a
child dropping out of school, given he/she survived (stayed in school) up to some time, t

years ( or has not yet dropped out from school).

The horizontal axis shows time in years for pupil to dropout of school, while the vertical
shows the rate of a child dropping oul of_schoal; which .is.indicated by a drop in

enrolment levels between adjacent stages excaedimg thethreshold.

A rise in step of the plot shows that therg'is a drop in'population of pupils indicating

dropout of school.

From Figure 4.2, it is observed that the hazard curve for Upper West is parallel to the
time axis indicating a drop in population of pupils from one stage to another during the
study period did not exceed the threshold. Hence, there is no dropout of school. Northern
Region shows the highest rate of dropout of 0.95 at year 5'as compared 1o the Upper East
region with dropout rate of 0.58 at thesame. year. Prithary 6( year 6) recorded dropout
rates of 0.95, 0.85 and 0.00 for the northern, Upper East and the Upper West Regions
respectively. Comparing the three Hazard plots, the plot for the Northern Region
consistently lies on the rest, fnlldmfm_pcr East and finally Upper West Region. This
indicates—that the Northern Region has the highest hazard rate (potential) of pupils

dropping out from school and Upper West Region experienced the lowest hazard rate of

0.0 dropouts from school. 1
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Hazard Function
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Figure 4. 2: K-M plot of Hazard function of the Regions

4.4.2 Overall Comparisons of the three Northern Regions

-

Region

_['] Morhern Region

[l Upper East Region
Upper West Region
Marthern Region-
ensored
| Upper East Region-

censored

Upper W est Region-
@Ensored

Table 4.3: Test of equality of survival distributions.for the different levels of Region.

Chi- |

~| Square | Df_ | Sig.
Log Rank (Mantel=| g <49 2 0.014
Cox)
Breslow
(Generalized 9.226 2 0.010
Wilcoxon) |
Tarone-Ware 8.956 s 0.011

Note: The null hypothesis is that there is no difference between the survival curves.
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The table above gives a significant level of 0,014 for the Log Rank (Mantel-Cox) Test

which indicates a significant difference between the regional survival curves. Breslow

Generalized Wilcoxon) and Tarone-Ware also give significant levels of 0.010 and 0.11

respectively, which are less than 5% (0.05) ; and hence supporting the Log Rank Test

conclusion.

4.4.3 Kaplan-Meier Survival and Hazard,Carves ForyGender-
Case Processing Summary

Table 4. 4: Case Processing Summary for gende

No. of | Censored
Gender | Total N | events N [ Percent
Boy 24 14 10 41.7%
Girl |24 10 1% -58.3%
Overall |48 24 ‘ 24 i 50.0%

NOTE: We have 24 districts in all but each district is considered twice; for male and female pupils. This

resulted in the overall for Total N 1o be 44

The table shows that of the districts in the three Northern Regions, 7districts and 5
districts experienced a drop in-enrolment exceeding the.threshold for boys and girls
respectively; indicating dropout of school. Again, 2 districts out of the 24 districts in the
entire three Northern Regions had a drop in the enrolment of pupils between adjacent
years falling below_;l; threshold; irdtcating no dropout of school.

TR
The last two columns show the number and percentage of districts in the three Northern

Regions whose male and female pupils are in school at the time of observation.
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Surprisingly, the males have a dropout rate of 58.3% and the females have a lower

dropout rate of 41.7% over the entire regions.

4.3.3.1 K-M Survival plots of Gender

Survival Functions

s _ Gender
_|'| Boy
M Gid
+ Boy-censared
0.8~ e = — + Girtcensored
3 0.6 1 .
-
w
€ |
3 04 — =t
02—
0.0
I | T | ] —
2 3 4 & & T
Surtime(years)

Figure 4. 3 K-M Survival curves for Gender.
— __'_'_,_,_.-—-"-_
FrnnTFﬁr; 4.3 above, the survival curve for the girls lies consistently above that of the

boys throughout the study period. This indicates that the female pupils’ probability of

staying in school these days is higher than that of males, This could be due to the
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retention fees paid at the end of each month to parent(s) of female pupils in the three

Northern Regions. A female pupil qualifies for this fee if she gets 80% of the whole

month’s attendance.

However, it is also observed that there is an indication of dropout at years 5 -6 and 6-7

for both boys and girls

4.4.3.2 K-M Hazard plots of Gender

Hazard Function

1.0 Gender
] Boy
[ Girl
5 J -+ Boy-censored
0.8 g J -+ Gircansorad

06—

Cum Hazard
J
+

0.4+

0.2+

0.0

r T A ' !
2 — - 3 _H_._,_..-"-'-ﬂ_-_ '5 E

Surtime(years)

~ -

_—#h_

Figure 4.4 K-M Hazard Curves for Gender
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This plot shows the hazard function which gives the potential of a male or female pupil

dropping out from school (i.e. a significant drop in enrolment between adjacent stages)
for gender in the districts of Northern Ghana.

The blue curve (male) which is above the green curve (female) suggests that the males
have a higher hazard rate of dropping out of school than that of the females. At year five

both boys and girls have the same potential of dropping out from school at an

approximate rate of 0.5 as shown in Figurc 4.4 above,

To determine whether these pictorial differencegfre not due to chance. we take a look at
the comparison table below where werhave three different and independent tests

(methods) of statistical comparison scales,.

4.4.3.30verall Comparisons of Gender

Table 4.5: Test of equality of survival distributions for the different levels of Gender.

Chi= :
Square o DFf I Sig.
Log Rank (Mantel-Cox) I'512 | 1 219
Breslow (Generalized ! -
1.693 | |-193
Wilcoxon)
Tarone-Ware =~ 1.620 I | 203

= : i )
The table above provides overall tests of the equality of the survival times of the male

and female pupils at the basic school in the three Northern Regions.
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Since the significant values of .
&n the tests are all more than 5%, there is not enough evidence

against the null hypothesis that the two survival times are the same

Therefore, we conclude that there is no significant difference between the survival times of male

and female pupils at the basic school level in Northern Ghana.

4.4.3.4 Means for Survival Time on Gepder bases

Table 4. 6 Mean Survival Time for Gender

Gender Mean —
Std.
Estimate | Error | 95% Confidence Interval =
Lower Upper
Bound Bound
Boy 4,750 | 4578 3.854 5.646
Girl 5.583 404 | 4.792 6.374
Overall 5.167 311 4557 | 5.776

(a) Estimation is limited to the largest survival time if it is eensored.
From Table 4.6, the mean waiting time for a male-and-a female to drop out of school are 4.750
and 5.583 years respectively, and iliis-gives a numerical cofmparison of the male and female

pupils’ average waiting time to dropout from schoolat thebasic level.

Since there is much ﬁ:l-ﬁp.ﬂﬂiﬂn alf'ﬂx_’grl,ag in the Confidence Intervals of the mean survival times,

it indicates that there is approximately no difference in the average survival times of the two

—
groups,
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4.5 PARAMETRIC DATA ANALYSIS AND MODELLING

4.5.1 Statistical [dentification of the Model.

In this section, we assume a semi-parametric model called Cox Proportional Hazards
Model which is sometimes known as the Cox Regression. This model is widely used
because the results from using the Cox Mode| will closely approximate the results for the

correct parametric model.

For instance if correct model is Weibull; CoxModel will approximate Weibull. Also, if

correct model is exponential; Cox Model will approximate exponential,

Thus, when in doubt, the Cox Model is a safe choice of odel and one does not need to
worry about whether the wrong parameiric model is chosen. As‘described previously, the

formula of the Cox Model is given as:

h(1,x)=h, (I)Expzp B.X

Where ha{f) = the baseline hazard function.

X=(X.X,,..X ) explanatory variables /covariates.
—_— .--""'_Fr.-_-__ <3

i=1,2....., p ( number of covariates)

__.—l--_
B, = coefficient of covariates

The Cox PH Model selects among the covariates, those that have a higher influcnce on

hazard rate of dropout from school.
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In fitting the different levels of covariates 1o the model, we begin by estimating the

parameters in the model; by using the Partial Maximum Likelihood Estimate method

followed by determine the predictor variables in the model and finally, plots of Survival

and Hazard curves for the mean of covariates,

4.4.2 Case Processing Summary of Data

Table 4.7 Case Processing Summary of Data,

N | Peréent
Cases Event(a) 24 50.0%
available  in Censored 24 50.0%
analysis Total
48 190.0%
Cases dropped Cases with missing .
values v R0
Cases with -negalive
e 0 0.0%
Censored cases'before
the earliest event in 4 [.0 0.0%
stratum
Total 0 +0.0%
Total 48 <100.0%

Table 4.7 above gives the total nmumber-of distriets- under study., Event cases are the
number of districts which experienced a drop in enrolment levels exceeding the

threshold; which indicates a dropout of school at the basic school level. Censored cases

e pa= T : : : :
are the districts that did not experienced a drop in population exceeding the threshold.

Hence—there is no enough indication of dropout from school.

Censored cases are not used in the computation of the regression coefficient but are used

in the computation of the baseline hazard function.
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4.4.2 Categorical Variable Coding

The Categorical Variable Coding is a useful reference in the interpretation of the

regression coefficients for categorical covariates,

Table 4.8: Categorical Variable Coding

COVARIATES MANUAL FREQUENCY |SPSS PROG.
CODE CODE

MALE 0 24 1

GENDER
FEMALE 1 24 2
NORTHERN 1 26 1

REGION
UPPER EAST 2 14 2
UPPER WEST 3 8 3

4.5.3 Parameter Estimation and Model Selection

These are done together by the computer Software package; SPSS

The Omnibus test is a measire.of how well the model performs. The chi-square change

from previous step is the difference between the -2log likelihood model at the previous

step and the current step.

81




4.4.3.1 Omnibus Tests of Model Coefficients

Table 4.9: Omnibus Test measures how well the model

performs
-2 Log Change From Previous
tep | Likelihood | Overall (score) Step | Change From Previous Block
Chi- Chi- | ' =T
] square | Df | Sig. | square | Df Sig.  Chi-square  df Sig.
(@) |171.064 5920 |1 0.015 [1.55%¢ |1 | 0,212 | 1.559 1 0.212

(a) Variable Removed at Step Number 1: Gender
(b) Beginning Block Number 0, initial Bog UikeliHood function: -2 Log likelihood:
177.848

(c) Beginning Block Number 2. Mcthod = Forward\Stepwise (Conditional LR)

The variable selection system includes & variable when the significance of the change is
less than 5% and excludes or removes a variable when the significant value of the change

is more than 10%.

4.5.3.2 Variables in the Equation

Table 4.10: Explanatory Variable(s) in the model

B SE | Wald ZJ'DF _—|-87g. Exp(B) | 95.0% CI for Exp(B)
| . Lower Upper
Step 1 Region |-0.814 | 0.350 | 5.393 I 0.020 | 0.443 0.223 0.881

-

After series [;f_\;t;iriable selaMcessas the model selection included only Region in
the_CexPH Model with parameter coefficient of -0.814. The Hazard ratio, Exp(B) =

0.443 with its 95% CI as shown in Table 4.10.
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From table 4.10. Region is selected as the only covariate because it has a significant

value of 0.020 which is less than 5%.

4. 5.3.3 Variables not in the Equation

Table 4.11: Variables not in the Model

Score | Df ' Sig.
1.565 |1 0.211

Step  Gender
1

(2) Residual Chi-Square = 1.565 with 1 df Sig. =0.211
From table 4.11, gender is not included in the model because it has a significant value of
0.211 which is more than 10% (0.10). This indicates that, gender do not have significant
influence in pupils dropout rate. Tn_other words, it implies that according to this study,
gender has not enough effect on the rate (potential) of a child dropping out at the basic

school level.

4.5.3.4 Survival Table at the mean of covariates

Table 4.12 Survival Table

Baseline
Time | Cum Hazard | At mean of covariates
Survival | SE Cum Hazard
2 1Yl 0.730 0.053 |0.314
5 2.191— 0.558 — 0665 | 0.584
6 2.499 0.514 0.067 | 0.666
=




Table 4.12 shows the baseline Cumulative hazard at each year representing the rate of
dropout with respect to the various times in school when no covariates are considered.
For instance, the rate of a child dropping out of school at year two is 1.179,

However, it is observed that the Baselin® Cuniulative Hazard and the Cumulative Hazard
values are directly proportional to time and the Survival values from the table are
inversely proportional. This implies, as the years increase, the probability of a child
staying in school decreases and the dropout rate increases. Thus, there is a high dropout
rate of pupils as they move up the educational ladder.

The Cox PH survival and hazard graphs are at the appendix.



CHAPTER FIVE

5.0 DISCUSSION, CONCLUSION AND RECOMMENDATIONS

5.1 DISCUSSION

The following deductions are made from the research:

i)

i)

From the Kaplan-Meier plots, thee i indieatioh of dropout of school at year
two (2) and year five(5) for the"Northerr &nd Upper East Regions. The Upper
West Region never had a drop dn pepulation based on the threshold.
However, drop out of school is approximately minimal for the first five years
of the basic school education, Comparing the three regions, Northern region
has the highest dropout rate. Hence we can eonclude that-most of the people
at the Northern Ghana have some basig@ducation.upto primary five.

Different levels of regions: There is a significant difference in the potential of
a child dropping out of school among the three Northern-Regions. In the test
of equality of survival d]strihutions- ‘F-DI' the different’levels of Region, the log
rank test gave a significant-valug" 6f 0,014 which is less than 5% = 0.05
indicating a significant difference in the survival plots of the various regions.
The region of a child has effective influence on his/ her drop out rate with the

e e ———

parameter coefficient of -0.814. From the K-M Hazard Plots, dropout rates at

year five(primary 5) for the Northern, Upper East and Upper West Regions

are 0.95, 0.85 and 0.00 respectively.
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iii) Gender: The survival probabilities for both male and female pupils are not
statistically different. Thus, the Log- Rank and Breslow tests gave significant
values of 0.219 and 0.193 respectively. Again, the graphs from the Non-
parametric analysis gave the probability of not dropping out of school as 0.45
and 0.65 for male and female respectively at year five(5) — primary 5. The rate
of dropout was approximately 0.80 and 0.49 for male and female respectively
at year five (primary 5).

However, according to this ‘study ‘the gender off a pupil has not enough
influence on his/her rate of drop out @f school. Thus, in the model selection
process the significant value for'gender was0.212 > 10% =0.01, implying the

effect of gender on the modelis statistically insignificant.

5.2 CONCLUSION
From the above observations and discussion of results we can make the following

conclusions:

Drop out of school is approximately minimal-for the first five years of the basic school
education at the three Northern Regions in Ghana. Hence, we can conclude that most of

the peaple at the three northern regions have some basic education up to primary five.

— _._'_,_..-—'-"-'-_-_'_

The regien of a pupil has influence on histher potential of dropout of school with the

Northern Region having the highest rate and the Upper West with the lowest rate.
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There is statistically no difference in the dropout rate of male and female pupils at the

basic school in the three Northern Regions of Ghana.

This research has brought to the notice of the public that the usual trend of “males having
higher survival rate than females”, is changing with interventions to reduce female

dropout rate which are focused on rural areas in the three Northermn Regions of Ghana

5.3 RECOMMENDATIONS
In view of the crucial role education plays in the advancement of society, every effort
must be put to ensure that every child of school going-age completes at least the nine —

year Basic Education period.

The following recommendations are hereby made:

(1) Since it is observed that there is no significant difference between the dropout
rate of boys and that of gitls, interventions = by Educational Policy Makers ,
the Government; NGOs. ,eie” to reduce dropoui-rate should not be focused on
only female pupils but also on male-pupitsas well.

(i) It was observed that there were indications of dropout mostly at primary two

and primary five. This problem is recommended for further studies to identify

the Thain s:ause(s}."/f
__(iii)— Records on pupils must be properly kept in Schools, Districts, Regional and
National Education Offices to be available and accessible; for researches to

come out with findings that could assist Educational Policy Makers in making
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(iv)

good decisions concerning education, and in the implementation of

Educational Policies.

Incentive packages must be KEN LJI Slwrs at the three Northern

Regions, especially those at the rural areas to motivate them give up their best.

Sometimes a pupils performange r's attitude can drive the child out

of school.
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APPENDIX

Table Al: Model if Term Removed

Loss Chi-
Term Removed squars df Sig.
Step 1  Region 6.783 1 009

Table A2: Covariate Means

Mean
Region 1.625
Gender 1.500
Survival Function at mean of covariates
1.0—
0.9
2 08
S -
= | ]
w
E 0.7
Q
06—
e d_,..--""_'_-__.___
0.5+
e I I | I I I ]

Surtime

Figure A1: Plot of Survival Function at mean of Covariate
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Hazard Function at mean of covariates
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Table A3; Survival Tahle

Cumulative Proportion N of N of
P : |_Sunviving atthe Time | cumulative Remaining
Bﬁ on Time Status Estimate | Std. Error Events Cases
Northern Region 1 2.000 | Droped _ ; 1 25
2 2.000 | Droped 2 24
3 2.000 | Droped 3 23
4 2,000 | Droped 4 22
5 2.000 | Droped 5 21
6 2.000 | Droped 6 20
7 2,000 | Droped 7 19
B 2.000 | Droped 8 18
9 2.000 | Droped 9 17
10 2.000 | Droped 10 16
11 2.000 | Droped ; . 11 15
12 2.000 | Droped .538 098 12 14
13 5.000 | Dropad 13 13
14 5.000 | Droped 14 12
15 5.000 | Droped ; i 15 11
16 5.000 | Droped 3B5 085 16 10
- 7.000| Cénsoféd 16 9
18

¥.000 | Censored . : 16 8

19
7.000 | Censored . : 16 7
o 7.000 | Censored g : 16 5]
¢ 7.000 | Censored : ; 16 5
“ 7.000 |~Censored : : 16 4
o 7.000 | Gensored . - 16 3
24 7.000 | Censored , : 16 2
= __25 7.000 | Gensored . ' 16 1

— g _.__,_,—-'—'_-_-_-_

2 7.000 | Censored - y 16 0
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Upper East Region 1 2.000 | Droped 1 13

2 2.000 | Droped B57 BEH 2 12
3 5.000 | Droped P 3 "
4 5.000 | Droped 4 10
5 5.000 | Droped - 1 5 8
6 5.000 | Droped 571 132 6 8
7 6.000 | Droped ! . 7 7
8 6.000 | Droped 429 132 8 6
a

7.000 | Censored 8 5
10

7.000 | Censored 8 4
11

7.000 | Censored 8 3
12

7.000 | Eensorad 8 2
13

7.000 | Censored 8 1
14 d

7.000 | Censored 8 0

= -
Upper West Region 1 7.000 | Caneored 0 7

2

7.000 | Gensored 0 6
3 7.000"| Censared 0 5
4 7000 | Censcred 0 4
5 7.000 | Censored 0 3
6 7.000 | Censored 0 2
! 7.000 | Cénsored 0 ’
& 7.000 |- Censored 0 ¢

e .--"'""-_._-_-__ :
—
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Why the chosen threshold of 359

The table above gives the percentage (%) differences in enrollment levels between two

adjacent years for the various districts in the three Northern Regions of Ghana, A
percentage difference which exceeds the threshold of 35% is considered as a drop in
enrollment and below the threshold is not considered as a drop in enrollment. The
assumption is made because if you scan through the values in the table, a threshold at
10%, 20% cause almost all the districts to experience a drop in enrollment at the end of
year one and thus making the result teivial! Bspegially, dhnost all the districts in the
Upper West Region would experience a drop in Enrollment. Also, a threshold of 30%
causes most of the districts to get a drop in enrollment which does not give optimal result
to the situation at hand. After series of considerations the most likely feasible result was
the one with the thresheld ef 35%. Since the districts are needed for the comparison of

the three Regions.
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GENERAL TOTAL ENROLLMENT BY GENDER FOR THE
THREE NORTHERN REGIONS
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