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#### Abstract

Non-Newtonian Calculus or Multiplicative calculus can be used as a tool wherever a problem is of exponential (relational) in nature. In this thesis the derivation of the Runge-Kutta Method in the framework of non-Newtonian (Multiplicative) Calculus is presented. The non-Newtonian (Multiplicative) Runge-Kutta Methods of orders 2, 3, and 4 are developed and discussed. The non-Newtonian (Multiplicative) Runge-Kutta Method is tested on some selected examples where the solutions of the ordinary differential equations are known using developed Matlab codes. The results show that for certain family of initial value problem the non-Newtonian (Multiplicative) Runge-Kutta method gives better results to the Ordinary Runge-Kutta method.
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## CHAPTER ONE

### 1.1 Background of the study

Isaac Newton and Gottfried Wilhelm Leibnitz in the second half of the 17th century independently laid the foundations of differential and integral calculus, the most applicable mathematical theory. Differentiation and integration - these two operations are the basic in calculus and analysis. Sometimes this calculus is also referred as Newtonian calculus. The basic operations of Newtonian calculus (differentiation and integration) are the infinitesimal versions of the arithmetic operation of subtraction and addition.

Michael Grossman and Robert Katz in the period from 1967 to 1970 indicated in their work [1] that infinitely many calculi can be generated independently. Bigeometric calculus [2] which was later on introduced by Grossman which gave definitions of a new kind of derivative and integral, changing from the roles of subtraction and addition to division and multiplication, and thus established a new calculus, called non-Newtonian calculus( Multiplicative calculus). Bashirov et al in [3] gave the theoretical background of non-Newtonian (Multiplicative) Calculus.

NonNewtonian (Multiplicative) Calculus is based on division and multiplication. It is, sometimes called exponential or alternative calculus as well.

Definition of the derivative of non-Newtonian (Multiplicative) Calculus of function $f(x)$ with
respect to $x$ is as follows: $\qquad$ $=\lim \rightarrow$ $\qquad$ and with this definition, a non-

Newtonian (Multiplicative ) Runge Kutta Method on the complete theory of [3] will be presented, taking into consideration the Multiplicative Runge-Kutta Method formulated by Aniszewska in [4].

### 1.2 Problem Statement

In numerical analysis, the Runge-Kutta methods are important family of implicit and explicit iterative methods for the approximation of solutions of ordinary differential equations. In the areas of biology, finance, actuarial science, demography, economics etc. there exist numerous mathematical models base on differential equations which are quite hard to solve using standard solution methods for ordinary differential equations. Generally in Science and Engineering the $4^{\text {th }}$ order Runge-Kutta method is preferred because it gives the most accurate approximation to initial value problems with a reasonable computational effort. Since the solutions of many of these problems are exponential or multiplicative in nature and not additive, the solutions of these problems can be accomplished by using Non-Newtonian (Multiplicative) differential equations. Therefore the Non-Newtonian (Multiplicative) calculus builds the proper framework for the solutions of these problems and it is self-evident to use it also for numerical approximations.

### 1.3 Research Objectives

The main objectives of this research is to:

1. Develop a Non-Newtonian (Multiplicative) Runge-Kutta Methods for the orders 2, 3 and 4.
2. Compare the Non-Newtonian(Multiplicative) Runge-Kutta Methods for the orders 2, 3,
and 4 and the corresponding order of ordinary Runge-Kutta Methods.

### 1.4 Justification

This research is intended to serve the following purpose:

1. It will serve as a partial fulfillment of the requirement for the Master of Science Degree in Industrial Mathematics at the University of Science and Technology (KNUST), Kumasi.
2. It will help further research in this new kind of calculus, since Non-Newtonian calculus is still in its infancy.

### 1.5 Structure of the thesis

The rest of the thesis includes four chapters. In chapter two, definitions, basic concepts and theorems of non-Newtonian (Multiplicative) Calculus necessary for the understanding of the consequent chapters are explained. In chapter three, the derivations of the Ordinary Runge-Kutta methods of $2^{\text {nd }}, 3^{\text {rd }}$ and $4^{\text {th }}$ orders are explicitly discussed using the basic ideas formulated by Carl David Tolme Runge and Martin Wilhelm Kutta( Runge and Kutta). With the basic knowledge in chapter two and the derivations of the Ordinary Runge-Kutta methods, nonNewtonian (Multiplicative) Runge-Kutta methods of $2^{\text {nd }}, 3^{\text {rd }}$ and $4^{\text {th }}$ orders are derived. In the next chapter (chapter four) examples will be solved using Ordinary Runge-Kutta methods and non-Newtonian (Multiplicative) Runge-Kutta methods and the results in both cases analyzed and compared. Matlab codes for Ordinary and non-Newtonian (Multiplicative) Runge-Kutta methods would also be formulated. The concluding chapter (chapter five) takes into consideration the results obtained in chapter four and summaries the important findings in that chapter and also provides general conclusions regarding non-Newtonian (Multiplicative) RungeKutta method.

## CHAPTER TWO

## REVIEW OF SOME BASIC DEFINITIONS AND CONCEPTS

### 2.1. Non-Newtonian (Multiplicative) calculus derivatives The

Non-Newtonian (Multiplicative) derivative is defined by


Comparing the non-Newtonian (Multiplicative) derivative (2.1) with the definition of the ordinary derivative

$$
=\lim \quad f(x+h)-f(x)
$$

$$
\begin{equation*}
h \rightarrow 0 \quad h \tag{2.2}
\end{equation*}
$$

it can be observe that the ordinary difference $f(x+h)-f(x)$, in the ordinary derivative, is replaced
$\square$ $f(x+h)$
by the ratio ( exponential difference) in the non-Newtonian (Multiplicative) derivative and $f(x)$
the division by $h$ is replaced by the exponential ratio (i.e. the reciprocal power ). Thus the \# non-Newtonian (Multiplicative) derivative tells us how many times increases at the instant or how many times changes at. It differs from the derivative , which tells us the rate of change of $f$ at $x$.

derivative 0 ?
or, *derivative of $f$ at $x$ and it can be denoted by either *
 for all $x$ \$\%
from some open set $\& \subseteq \mathbb{R}$ (where $\mathbb{R}$ denotes real line) then the function ${ }^{*}: \& \rightarrow \mathbb{R}$ is well-defined [3]. The function * is called the *derivative of $: \& \rightarrow \mathbb{R}$ The *derivative of * is called the second *derivative of $f(x)$ and it is denoted by ${ }^{* *}$ or $\underbrace{* *}_{\$ \%}$. In the same vein, the $n t h$ *derivative of $f(x)$ can also be defined, which is denoted by **

$$
\begin{aligned}
& \text { or } \$ \underbrace{*}_{=0,1,2 \ldots} \text { for }
\end{aligned}
$$

where *
$=$.
If $f(x)$ is a positive function on $A$ and its derivative at $x$ exists, then we can calculate

O[]
[10

$$
=\lim _{h \rightarrow 0} \text { ? }
$$

$$
\text { (2) } \quad f(x+h)-f(x)^{\frac{0}{f(x+h)-f(x)}} \frac{f(x)}{h} \frac{f(x+h)-f(x)}{f(x)}
$$

$$
=h_{0} \lim _{\rightarrow} \rightarrow \text { [国 }
$$

$f(x)$ 부룰

$$
=ـ^{0} 0=2^{*} \quad 1
$$

$* \quad 2^{2^{*}} 1$, where $\ln$
Similarly, if the second derivative of $f(x)$ exists, then ${ }^{* *} \quad=^{2^{*}} \quad{ }^{* 1}=2^{2^{*}} \quad 11 \quad$. Which is easily obtained by substitution [3], [19].

If $\quad \neq 0$ and $\quad$ exists, then $\ln "$ exists and repeating the procedure $n$ times, for being positive function and its nth derivatives at $x$ exists, then ** also exists and

$$
\begin{equation*}
*^{*} \quad=^{2^{*}}+\quad, \text { for },=0,1,2 \ldots \tag{2.3}
\end{equation*}
$$

Note that in (2.3), for,$=0$ is included as well because

$$
=56, \text { that is }{ }^{*} \quad 2^{*} \quad 7=
$$

Thus it can be concluded that, the function : $\& \rightarrow \mathbb{R}$ is *differentiable at $x$ or on $A$ if it is positive and differentiable at $x$ or on $A$ respectively [3].

Deriving a formula similar to Newton's binomial formula, * can be express in terms of ${ }^{* *}$. Using the $n t h$ non-Newtonian (Multiplicative) derivative of $f$, we have


The second derivative in terms of non-Newtonian (Multiplicative) derivative for " can be calculated as,

$$
=\quad \ln ^{*} \quad+\quad \ln ^{* *},
$$

and the third derivative in terms of non-Newtonian (Multiplicative) derivative for "' using the second derivative can also be calculated as,


Repeating this procedure $n$ times, a formula for the $n t h$ derivative can be formulated (or derived) as follows;

$$
{ }^{(n)}(x)=\sum_{k!(n-k-1)!}^{n-1} \frac{(n-1)!}{} f^{(k)}(x)\left(\ln f^{*(n-k)}\right)(x) \cdot k=0
$$

For the constant function $=:>0$ on the interval $(a, b)$, where $a<b$, we have
$f^{*}(x)=e^{(\ln c)^{\prime}}=e^{0}=1, \quad E=,>$.
Conversely, if * $=1$ for every $E=,>$ then

$$
=\frac{f^{\prime}(x)}{f(x)}=e^{(\ln f)^{\prime}(x)}=1, \text { implies that } \quad=: \neq 0
$$

It can be observed easily that $=:$ ?,@A. $>0$ for $\epsilon=,>$. Thus, a function is a positive constant on an open interval if and only if its *derivative on this interval is identically equal 1 . It can also be noted that, a neutral element 0 appears for additive derivative and for multiplicative derivative, a neutral element 1 appears [3].

The following are some properties (or rules) of the *differentiation which can be easily derived / proved:

where :>0 is a constant, and B are $*$ differentiable, $h$ is differentiable. Derivation of equations (2.4) to (2.9) are as follows:

Constant Multiple Rule:

$$
:^{*} \quad=56 \quad \mathrm{H} \quad{ }^{1}=\mathrm{IKO}_{2} \times \mathrm{MH} \quad 1 \mathrm{NO}
$$

$$
\begin{array}{lll}
:^{*} & ={ }^{*} & \text { Constant Multiple Rule } \\
\mathrm{B}^{*} & ={ }^{*} \mathrm{~B}^{*} & \text { Product Rule } \tag{2.5}
\end{array}
$$

$\mathrm{B} /^{*}={ }^{*} / \mathrm{B}^{*} \quad$| Quotient Rule |
| :---: |
|  |
|  |
| $=e^{\frac{f^{\prime}(x)}{f(x)}}=e^{\ln f^{*}(x)}=f^{*}$. |

## Product Rule:



Quotient Rule:


$$
=\frac{f^{*}(x)}{*(x)}=f^{*} / \mathrm{B}^{*}
$$

Power Rule:


$$
\begin{aligned}
& =2^{2^{*}} \quad \frac{0}{0}{ }^{\mathrm{FG}} \times{ }^{2^{*} \mathrm{~F}_{*}} \frac{6}{0 \mathrm{FG}} \\
& =f^{*}(x)^{\frac{0}{f(x)+g(x)}} \quad{ }^{*}(x)^{\frac{g(x)}{f(x)+g(x)}}=f^{*}(x)^{\frac{f(x)}{f(x)+g(x)}} \cdot g^{*}(x)^{\frac{g(x)}{f(x)+g(x)}} \times \mathrm{B} .
\end{aligned}
$$

The first order non-Newtonian (Multiplicative) differential equation which contains the *derivative of $y$ is in the form

$$
\begin{equation*}
\text { * } \quad= \tag{2.10}
\end{equation*}
$$

its equivalent to the ordinary differential equation is

$$
\begin{equation*}
=\quad \ln , \tag{2.11}
\end{equation*}
$$

Theorem 1 [3](Multiplicative Mean Value Theorem). If the function is continuous on the close interval $[=,>]$ and has a derivative at every point of the open interval $=,>$, then there exists


Theorem 2 [3](Multiplicative Taylor's Theorem for One Variable). Let \& be an open interval and let $: \& \rightarrow \mathbb{R} b e,+1$ times $*$ differentiable on $\&$. Then for any,$+h \in \&$, there exists a number $] \in$ 0,1 such that

$$
+h=\prod\left(f_{m=0}^{*(m)}(x)\right)^{m!} \cdot\left(f^{*(n+1)}(x+\theta h)\right)^{(n+1)!}
$$

Consider the function, of two variables defined on some open subset of $\mathbb{R} \mathbb{R} \quad=\mathbb{R}$.

The partial *derivative of can be defined, considering fixed, and it is denoted by * or ^ _-. In a similar way, the partial *derivative of in can be defined, which is denoted by _* or __. Higher order partial *derivatives of can also be defined. That is * or ^___* ${ }^{*}$, _* or $\wedge_{\wedge * R}{ }^{\wedge}$
$\qquad$ $\wedge^{\wedge}{ }_{-}, \quad{ }^{*}$ or $\wedge$ $\qquad$ ^^_*R.

Theorem 3 [3](Multiplicative Chain Rule). Let be a function of two variables and `with continuous partial *derivatives. If and` are differentiable functions on $=$, $>$ such that
, is defined for every $\in=,>$, then

$z(x)) d x$
Theorem 4 [3](Multiplicative Taylor's Theorem for Two Variable). Let \& be an open subset of $\mathbb{R}$. Assume that the function $: \& \rightarrow \mathbb{R}$ has all partial $*$ derivatives of order,+1 on $\&$. Then for every $,,+h,+a \in \&$ such that the line segment connecting these two points belongs to $\&$, there exists a number $] \in 0,1$, such that


## CHAPTER THREE

## METHODOLOGY

### 3.1 Ordinary Runge-Kutta Methods

These techniques were designed around 1900 by the German mathematicians Carl David Tolme Runge and Martin Wilhelm Kutta. The methods named after Carl Runge and Wilhelm Kutta are formulated to imitate the Taylor series method without requiring analytic differentiation of the original differential equation. In numerical analysis, the Runge-Kutta methods are family of explicit and implicit iterative methods for the approximation of solutions of ordinary differential equations. These methods are used to find the solutions of the ordinary differential equations of the form

$$
\begin{equation*}
=,, \quad= \tag{3.1}
\end{equation*}
$$

where $=$ - $\$$. Sometimes, for convenience, the in is omitted.

## \$

Equation (3.1) can be more briefly written as ${ }^{\prime}=$, Since, is just the slope of the desired exact solution of (3.1), one has approximately
or

$$
\begin{equation*}
+h \approx \quad+h \tag{3.3}
\end{equation*}
$$

By using the initial condition $\quad=$, the solution of the equation (3.1) thus takes the form

$$
c={ }_{c}+c, \quad c h, \quad \text { for } d=0,1,2 \ldots . .
$$

where $h=c-c$.
The Taylor series methods are known to have the desirable property of high-order local truncation error (the ability to keep the errors small), but also has the disadvantage of requiring repeated differentiation of the function , [12]. The computation and evaluation of the high derivatives of , may become very long and are, therefore, error-prone and tedious, this can be a serious obstacle
to using this method. In the Taylor series method, each of these high order derivatives is evaluated at the point ${ }_{c}$ in order to evaluate $c \quad$. Runge-Kutta methods have the high-order local truncation error of the Taylor methods but eliminate the need to compute and evaluate the derivatives of , . Basically, the aim of Runge-Kutta methods is to eliminate the need for repeated differentiation of the differential equations [15].

### 3.1.1 Runge-Kutta Second-Order Method

To arrive at the second-order Runge-Kutta method for the solution of the differential equation
(3.1), we start with the Taylor series expansion of the form for $+h$ which is

The first step in deriving the $2^{\text {nd }}$ order Runge-Kutta method is to consider the second order Taylor series formula. In applying the Taylor series we shall use the following subscripts to

The first derivative in (3.5), i.e., can be replaced by the right-hand side of the differential equation (3.1). Thus differentiating we have

$$
\begin{align*}
& =,+_{-} \\
& \quad=,+_{-}, \tag{3.6}
\end{align*}
$$

since $\quad=$, and taking the partial derivatives of , with respect to and .
By substituting equation (3.6) into equation (3.5), we get the second-order Taylor expansion as

$$
\begin{aligned}
& +h=\quad+h,+^{\#} \_^{\mathrm{R}},+{ }_{-},+\mathrm{k} h^{\mathrm{g}}
\end{aligned}
$$

The Runge-Kutta method can be written as a linear combination of the function ,
evaluated at certain points in the step. The results of the second-order method is then evaluated in a sequence of operations of the form

$$
\begin{equation*}
+h=\quad+=h a+=h a \tag{3.8}
\end{equation*}
$$

where
a =,
a $=+1 h,+\mathrm{m} h a$

The constants $=,=, I, m$ are determined by comparing equation (3.7) with equation (3.8). To do this we need to find the Taylor series expansion for $+l h,+m h a$ which is

$$
\begin{equation*}
\mathrm{a}=+\mathrm{I} h,+\mathrm{m} h \mathrm{a}=,+, \mathrm{I} h+_{-}, \mathrm{m} h \mathrm{a}+\mathrm{k} h \tag{3.11}
\end{equation*}
$$

Now we substitute equation (3.11) into equation (3.8) to get

$$
\begin{align*}
y(x+h)= & y(x)+a_{1} h f(x, y)+a_{2} h\left(f(x, y)+f_{x}(x, y) p h+f_{y}(x, y) q h f(x, y)\right)+O\left(h^{2}\right) \\
& =y(x)+\left(a_{1}+a_{2}\right) h f(x, y)+a_{2} h^{2} p f_{x}(x, y)+a_{2} h^{2} q f_{y}(x, y) f(x, y)+O\left(h^{3}\right) \tag{3.12}
\end{align*}
$$

since $a=,$.
Comparing equations (3.7) and (3.12), we find that they are identical if

$$
\begin{equation*}
=+==1 \quad=1=-\quad=m= \tag{3.13}
\end{equation*}
$$

Thus in (3.13) we have three equations in four unknown parameters, here we have more than one choice in finding the unknown parameters. Some of the popular choices and the names associated with the resulting formulas are:

$$
\begin{array}{lllll}
==- & ==_{-} & \mathrm{l}=1 & \mathrm{~m}=1 & \text { Heun's method } \\
==0 & ==1 & \mathrm{l}=- & \mathrm{m}={ }_{-} & \text {Modified Euler's method } \\
==_{-} & ==_{-} & \mathrm{l}=\mathrm{g}_{-} & \mathrm{m}=\mathrm{g}_{-} & \text {Ralston's method ggnn }
\end{array}
$$

Choosing the modified Euler's method, and substitute the corresponding parameters into equation (3.8) yields the second-order Runge-Kutta method

$$
+h=\quad+h+{ }_{-}^{\#} \quad, \text { \#_ }^{\#}
$$

(3.14)
or, equivalently,
where

$$
\begin{align*}
& \quad+h=\square+\mathrm{a}  \tag{3.15}\\
& \mathrm{a}=h,
\end{align*}
$$

$$
\begin{align*}
& \mathrm{a}=h,  \tag{3.16}\\
& \mathrm{a}=h+{ }_{-} \quad,+ \text { a } \tag{3.17}
\end{align*}
$$

which is the same as

$$
\begin{equation*}
+h=\quad+a h \tag{3.18}
\end{equation*}
$$

where

$$
\begin{align*}
& a=,  \tag{3.19}\\
& \quad a=+\_h,+\_a h \tag{3.20}
\end{align*}
$$

For the Heun's method, the second-order Runge-Kutta method is

$$
+h=+a+a h \quad-1 \quad-\quad \text { (3.21) where }
$$

$$
\begin{equation*}
a=\text {, } \tag{3.22}
\end{equation*}
$$

,

$$
\begin{equation*}
\mathrm{a}=+h,+\mathrm{a} h \tag{3.23}
\end{equation*}
$$

And the second-order Runge-Kutta method for the Ralston's method is
$+h=\quad+\mathrm{a}+\mathrm{a} h$

where

$$
\begin{align*}
& \mathrm{a}=  \tag{3.25}\\
& \mathrm{a}=+^{\mathrm{g}}-h,+\mathrm{g}_{-} \mathrm{a} h \tag{3.26}
\end{align*}
$$

### 3.1.2 Runge-Kutta Third-Order Method

The third-order Runge-Kutta method can be obtained from the Taylor series along the same lines as the second-order method. To derive the third-order Runge-Kutta method, we use the Taylor series expansion for the order 3 which is of the form

$$
\begin{equation*}
+h=\quad+h,+\_h \quad+\_h^{\mathrm{g}} \quad+\mathrm{k} h^{\mathrm{n}} \tag{3.27}
\end{equation*}
$$

From the expansion we need to evaluate and thus differentiating we get

$$
\begin{gather*}
y^{\prime \prime \prime}(x)=f_{x x}(x, y)+2 f_{x y}(x, y) f(x, y)+f_{y y}(x, y) f(x, y)^{2} \\
+f_{y}(x, y)\left(f_{x}(x, y)+f_{y}(x, y) f(x, y)\right) \tag{3.28}
\end{gather*}
$$

and by substituting equations (3.6) and (3.28) into equation (3.27) we have

$$
\begin{align*}
y(x+h)= & y(x)+h f(x, y)+\frac{1}{2!} h^{2}\left(f_{x}(x, y)+f_{y}(x, y) f(x, y)\right) \\
& +\frac{1}{3!} h^{3}\left(f_{x x}(x, y)+2 f_{x y}(x, y) f(x, y)\right. \\
& \left.+f_{y y}(x, y) f(x, y)^{2}+f_{y}(x, y)\left(f_{x}(x, y)+f_{y}(x, y) f(x, y)\right)\right) \tag{3.29}
\end{align*}
$$

The third-order Runge-Kutta method can then be formulated as

$$
\begin{align*}
& +h=\quad+=\mathrm{a}+=\mathrm{a}+=\mathrm{g} \mathrm{a}_{\mathrm{g}} \\
& \mathrm{a}=h, \\
& \mathrm{a}=h+\mathrm{l} h,+\mathrm{m} h \mathrm{a} \tag{3.33}
\end{align*}
$$

(3.30) where
$\mathrm{ag}_{\mathrm{g}}=h+\mathrm{l} h,+\mathrm{m} h \mathrm{a}+\mathrm{m}_{\mathrm{g}} h \mathrm{a}$
From here the Taylor series expansions for a and $\mathrm{ag}_{\mathrm{g}}$ are evaluated as

$$
\begin{aligned}
k_{2} & =h f\left(x+p_{1} h, y+q_{1} k_{1}\right) \\
& =h\left[f(x, y)+p_{1} h f_{x}(x, y)+q_{1} h f_{y}(x, y) f(x, y)+\frac{1}{2}\left\{\left(p_{1} h\right)^{2} f_{x x}(x, y)+2 p_{1} q_{1} h^{2} f_{x y}(x, y)\right.\right.
\end{aligned}
$$

$$
\begin{aligned}
& \left.\left.+\left(q_{1} h f(x, y)\right)^{2} f_{y y}(x, y)\right\}\right] \\
& h^{2} \quad 2 \\
& =h\left[f(x, y)+h\left(p_{1} f_{x}(x, y)+q_{1} f_{y}(x, y) f(x, y)\right)+\ldots\left(p_{1} f_{x x}(x, y)+2 p_{1} q_{1} f_{x y}(x, y) f(x, y) 2\right.\right. \\
& \left.\left.+q_{1}{ }^{2} f_{y y}(x, y) f(x, y)^{2}\right)\right] \\
& \left.k_{3}=h f\left(x+p_{2} h, y+q_{2} k_{1}+q_{3} k_{2}\right)\right) \\
& =h\left[f(x, y)+p_{2} h f_{x}(x, y)+\left(q_{2} h f(x, y)+q_{3} k_{2}\right) f_{y}(x, y)+\frac{1}{2}\left\{\left(p_{2} h\right)^{2} f_{x x}(x, y)\right.\right. \\
& +2 p_{2} h\left(q_{2} h f(x, y)+q_{3} k_{2}\right) f_{x y}(x, y)+\left(\left(q_{2} h f(x, y)\right)^{2}+2 q_{2} q_{3} h k_{2} f(x, y)\right. \\
& \left.\left.\left.+\left(q_{3} k_{2}\right)_{2}\right) f_{y y}(x, y)\right\}\right] \\
& =h\left[f(x, y)+p_{2} h f_{x}(x, y)+q_{2} h f_{y}(x, y) f(x, y)+q_{3} k_{2} f_{y}(x, y)+\ldots\left(p_{2} f_{x x}(x, y) 2\right.\right. \\
& \left.+2 p_{2} q_{2} f_{x y}(x, y) f(x, y)+q_{2}{ }^{2} f_{y y}(x, y) f(x, y)\right)+\frac{1}{2}\left(2 p_{2} h q_{3} k_{2} f_{x y}(x, y)\right. \\
& \left.\left.+2 q_{2} q_{3} h k_{2} f_{y y}(x, y) f(x, y)+q_{32} k_{22} f_{y y}(x, y)\right)\right] \\
& h^{2} \quad 2 \\
& =h\left[f(x, y)+p_{2} h f_{x}(x, y)+q_{2} h f_{y}(x, y) f(x, y)+\ldots\left(p_{2} f_{x x}(x, y) 2\right.\right. \\
& \left.+2 p_{2} q_{2} f_{x y}(x, y) f(x, y)+q_{2}{ }^{2} f_{y y}(x, y) f(x, y)^{2}\right)+q_{3} f_{y}(x, y) k_{2}+\frac{1}{2}\left(2 p_{2} h q_{3} f_{x y}(x, y)\right. \\
& \begin{array}{c}
1 \\
\left.\left.+2 q_{2} q_{3} h f_{y y}(x, y) f(x, y)\right) k_{2}+-q_{3} f_{y y}(x, y) k_{2}\right]
\end{array} \\
& 2 \\
& h^{2} \quad 2 \\
& =h\left[f(x, y)+h\left(p_{2} f_{x}(x, y)+q_{2} f_{y}(x, y) f(x, y)\right)+\quad-\left(p_{2} f_{x x}(x, y) 2\right.\right. \\
& \left.+2 p_{2} q_{2} f_{x y}(x, y) f(x, y)+q_{2}^{2} f_{y y}(x, y) f(x, y)^{2}\right)+q_{3} f_{y}(x, y) \times h\left\{f(x, y)+h\left(p_{1} f_{x}(x, y)\right.\right. \\
& \left.\left.+q_{1} f_{y}(x, y) f(x, y)\right)+O\left(h^{2}\right)\right\}+\frac{1}{2}\left(2 p_{2} h q_{3} f_{x y}(x, y)+2 q_{2} q_{3} h f_{y y}(x, y) f(x, y)\right) \times h\{f(x, y) \\
& \left.+O(h)\}+\frac{1}{2} q_{3}{ }^{2} f_{y y}(x, y) \times[h\{f(x, y)+O(h)\}]^{2}\right]
\end{aligned}
$$

$$
\begin{array}{rl}
=h & f(x, y)+h\left(p_{2} f_{x}(x, y)+q_{2} f_{y}(x, y) f(x, y)+q_{3} f_{y}(x, y) f(x, y)\right)+\ldots\left(p_{2} f_{x x}(x, y) 2\right. \\
& \left.+2 p_{2} q_{2} f_{x y}(x, y) f(x, y)+q_{2}{ }^{2} f_{y y}(x, y) f(x, y)\right)+{ }^{h_{2} q_{3} f_{y}(x, y)\left(p_{1} f_{x}(x, y)\right.} \\
& \left.+q_{1} f_{y}(x, y) f(x, y)\right)+\ldots\left(2 p_{2} q_{3} f_{x y}(x, y) f(x, y)+2 q_{2} q_{3} f_{y y}(x, y) f(x, y)\right) 2^{2} \\
& \left.+\underset{2}{h_{2}} q_{3} f_{y y}(x, y) f(x, y)\right] \\
=h\left[f(x, y)+h\left(p_{2} f_{x}(x, y)+q_{2} f_{y}(x, y) f(x, y)+q_{3} f_{y}(x, y) f(x, y)\right)\right. \\
& +h_{2}\left(p_{2} f_{x x}(x, y)+2 p_{2} q_{2} f_{x y}(x, y) f(x, y)\right)+h q_{3} f_{y}(x, y)\left(p_{1} f_{x}(x, y)+q_{1} f_{y}(x, y) f(x, y)\right) 2 \\
& \left.\left.+\frac{h_{2}}{2}\left(2 p_{2} q_{3} f_{x y}(x, y) f(x, y)\right)+q_{3}+2 q_{2} q_{3}+q_{2}\right) f_{y y}(x, y) f(x, y)\right] \\
k_{3}= & h\left[f(x, y)+h\left(p_{2} f_{x}(x, y)+\left(q_{2}+q_{3}\right) f_{y}(x, y) f(x, y)\right)+\frac{1}{2} h^{2}\left(p_{2}{ }^{2} f_{x x}(x, y)\right.\right. \\
& \left.+2 p_{2}\left(q_{2}+q_{3}\right) f_{x y}(x, y) f(x, y)\right)+h^{2}\left(p_{2} q_{3} f_{x y}(x, y)+q_{2} q_{3} f_{y}(x, y)^{2} f(x, y)\right) \\
& \left.\frac{1}{2} h^{2}\left(q_{2}+q_{3}\right)^{2} f(x, y)^{2} f_{y y}(x, y)\right]
\end{array}
$$

equations (3.31), (3.34) and (3.35) are substituted into equation (3.30) to get

$$
y(x+h)=y(x)+a_{1} \times h f(x, y)+a_{2} \times\left[h f(x, y)+h^{2}\left(p_{1} f_{x}(x, y)+q_{1} f_{y}(x, y) f(x, y)\right)\right.
$$

$$
\begin{aligned}
& \left.{ }^{h_{3}}{ }^{2}\left(p_{1} f_{x x}(x, y)+2 p_{1} q_{1} f_{x y}(x, y) f(x, y)+q_{1} f_{y y}(x, y) f(x, y)\right)\right] \\
& +a_{3} \times\left[h f(x, y)+h^{2}\left\{p_{2} f_{x}(x, y)+\left(q_{2}+q_{3}\right) f_{y}(x, y) f(x, y)\right\}^{+}{ }_{2}^{h}\left\{p_{2}{ }^{2} f_{x x}(x, y)\right.\right. \\
& \left.+2 p_{3}\left(q_{2}+q_{3}\right) f_{x y}(x, y) f(x, y)\right\}+h^{3}\left(p_{1} q_{3} f_{x y}(x, y)+q_{1} q_{3} f_{y}^{2}(x, y) f(x, y)\right) \\
& \left.+\frac{h_{3}}{2}\left(q_{2}+q_{3}\right) f_{y y}(x, y) f(x, y)\right]
\end{aligned}
$$

$$
\begin{align*}
&= y(x)+h f(x, y) \times\left(a_{1}+a_{2}+a_{3}\right)+h^{2} f_{x}(x, y) \times\left(a_{2} p_{1}+a_{3} p_{2}\right) \\
&{ }^{3} \quad 1 \\
&+ h f_{y}(x, y) f(x, y) \times\left\{a_{2} q_{1}+a_{3}\left(q_{2}+q_{3}\right)\right\}+h f_{x x}(x, y) \times-\left(a_{2} p_{1}+a_{3} p_{2}\right) 2 \\
& \quad{ }_{3} \quad \times\left\{a_{2} p_{1} q_{1}+a_{3} p_{2}\left(q_{2}+q_{3}\right)\right\}+h^{3} f_{y y}(x, y) f(x, y)^{2} \times 1\left\{a_{2} q_{1}{ }^{2}-+a_{3}\left(q_{2}+q_{3}\right)^{2}\right\}+h \\
& f_{x y}(x, y) f(x, y) \\
&+h^{3} f_{x y}(x, y) \times\left(a_{3} p_{1} q_{3}\right)+h^{3} f_{y}(x, y)^{2} f(x, y) \times\left(a_{3} q_{1} q_{3}\right) \tag{3.36}
\end{align*}
$$

the result of (3.36) is then compared with equation (3.29) to help us find the values of the constants $=,=,=\mathrm{g}, \mathrm{I}, \quad \mathrm{m}, \mathrm{I}, \mathrm{m}$ and mg . The comparison give us the following equations

$$
\begin{array}{r}
=+=+=\mathrm{g}=1 \\
=\mathrm{l}+=\mathrm{g} \mathrm{l}=- \\
=\mathrm{m}+=\mathrm{g} m+\mathrm{m}_{\mathrm{g}}=- \tag{3.39}
\end{array}
$$

$$
\begin{equation*}
=\mathrm{g} \mid \mathrm{m}_{\mathrm{g}}={ }_{0-} \tag{3.43}
\end{equation*}
$$

If we choose $\mathrm{I}=1$ and $\mathrm{I}=\mathrm{m}==_{-}$, then we obtain $==\mathrm{g}_{\mathrm{g}}=\mathrm{o}_{-},=_{\mathrm{g}}={ }^{\mathrm{n}_{0-}}, \mathrm{m}=-1$
and $\mathrm{m}_{\mathrm{g}}=2$. Thus the third-order Runge-Kutta method formulas are as follows:

$$
+h=\quad+o-a+4 a+a_{g} 5 A B E
$$

$$
\begin{equation*}
\mathrm{a}=h \tag{3.46}
\end{equation*}
$$

$$
\mathrm{a}=h+{ }^{\#} \quad,+\_\mathrm{a}
$$

$$
\begin{equation*}
\mathrm{a}_{\mathrm{g}}=h+h \tag{3.47}
\end{equation*}
$$

$$
,-a+2 a
$$

$$
+h=
$$

(3.48) which is the same as
where

$$
\begin{equation*}
\mathrm{a}=, \tag{3.50}
\end{equation*}
$$

$a=+{ }_{-}^{\#},+_{-}^{\#}$ a

$$
\begin{equation*}
\mathrm{a}_{\mathrm{g}}=+h \tag{3.51}
\end{equation*}
$$

$$
-h a+2 h a
$$

(3.52)

### 3.1.3 Runge-Kutta Fourth-Order Method

In deriving the fourth-order Runge-Kutta method we shall use a different procedure. The construction of the fourth-order Runge-Kutta method starts with the fourth order Taylor series expansion of the form

$$
\begin{equation*}
+h=\quad+h,+\ldots h \quad+\ldots h^{\mathrm{g}} \mathrm{~g}!\quad+h^{\mathrm{n}} \mathrm{n}!\mathrm{n} \quad+\mathrm{k} h^{\mathrm{q}} \tag{3.53}
\end{equation*}
$$

where ${ }^{n}$ is evaluated to get


By substituting equations (3.6), (3.28) and (3.54) into equation (3.53) we have

$$
\begin{aligned}
& +h= \\
& +h,+{ }_{+}{ }^{+}{ }_{-}, \text {, } \\
& +o_{-} h^{\mathrm{g}},+2_{-},+_{-}, \\
& +n \_h^{\mathrm{n}} \mathrm{M},+3_{n^{\prime}},+3_{\text {_, }}, \\
& +\ldots,{ }^{g}+3_{-}, \\
& \text {+3 }
\end{aligned}
$$

$$
\begin{equation*}
+_{-},, \quad N \tag{3.55}
\end{equation*}
$$

In general a Runge-Kutta method of order @ can be written as

$$
\begin{aligned}
& +h=+h \sum^{\mathrm{t}} \mathrm{cu}={ }_{\mathrm{c}} \mathrm{a}_{\mathrm{c}}+\mathrm{k} h^{\mathrm{t}} \\
& \mathrm{a}_{\mathrm{c}}=\mathrm{M}+\mathrm{I}_{\mathrm{c}} h \quad,+h \sum^{\mathrm{t}} \mathrm{vu} \mathrm{~m}_{\mathrm{cv}} \mathrm{a}_{\mathrm{v}} \mathrm{~N}
\end{aligned}
$$


(3.56) where
(3.57) which are
the increments obtained evaluating the derivatives of at the d-th order [21].

The derivation for the ordinary 4th order Runge-Kutta method is developed using equation (3.56) with $@=4$, at the starting point, the midpoint and the end point of any interval , +h, thus we choose $\mathrm{I}_{\mathrm{c}}: \mathrm{I}=0, \mathrm{I}=-, \mathrm{I}_{\mathrm{g}}=_{-}, \quad \mathrm{I}_{\mathrm{n}}=0$ and $\mathrm{m}_{\mathrm{cv}}: \mathrm{m}=-, \mathrm{m}_{\mathrm{g}}=_{-}, \mathrm{m}_{\mathrm{ng}}=1$.

Where $\mathrm{m}_{\mathrm{cv}}=0$ otherwise.
Starting, we define the following quantities

then we define

$$
\begin{align*}
& a=\text {, }  \tag{3.61}\\
& a=+{ }^{\#},+{ }^{\#} \mathrm{a}=,+{ }_{-}^{\#}--\quad \$ \text {, }  \tag{3.62}\\
& \mathrm{a}_{\mathrm{g}}=\mathrm{Q}++^{\#},+{ }^{\#}+{ }^{\#},+{ }^{\#} \mathrm{a} \mathrm{~S}=,+{ }^{\#}=-s^{\$} \mathrm{w} \quad,+{ }^{\#} \mathrm{Q}_{s}^{\$}, \mathrm{Sx} \\
& =,+{ }^{\#} \mathrm{Q}^{\$}, \mathrm{~S}^{+\#}{ }^{\#} \quad-\left(-\$^{\$ R_{R}},\right. \\
& \mathrm{ag}_{\mathrm{g}}=\mathrm{Q}++^{\#},+{ }^{\#}+{ }^{\#},+{ }^{\#} \mathrm{a} \mathrm{~S}=,+{ }^{\#}=-\$^{\$} \mathrm{w} \quad,+{ }^{\#} \mathrm{Q}_{\substack{\$}} \mathrm{Sx}
\end{align*}
$$

$$
\begin{aligned}
& =,+h \ldots
\end{aligned}
$$

If we express the general formula for the fourth order Runge-Kutta method as

$$
\begin{equation*}
+h=\quad+=h a+=h a+={ }_{\mathrm{g}} h \mathrm{a}_{\mathrm{g}}+==_{\mathrm{n}} h \mathrm{a}_{\mathrm{n}} \tag{3.65}
\end{equation*}
$$

Then by substituting the equations (3.61) to (3.64) into equation (3.65) we have

$+={ }_{n} h y,+h Q \$=\$, S+\# R|\$ \$ R R, O+\# n f| \$ \$ \pi, \theta z$

$$
=\quad+=h,+=h,+t^{\mathrm{r} \# \mathrm{R}} \mathrm{Q} \quad \mathrm{~s}^{\mathrm{s}}, \mathrm{~S}+=\mathrm{n}_{\mathrm{n}} h,
$$

$$
=
$$

$$
+=+=+={ }_{\mathrm{g}}+=_{\mathrm{n}}, h+\underline{\mathbb{R}}+\underline{\mathrm{f}}^{+}+=_{\mathrm{n}}-
$$

Qs
Sh
Q
\{ f
R
$=n-1 \mid \$ \quad \mathrm{R}, \mathrm{O} h^{\mathrm{g}}{ }^{+}{ }_{\mathrm{n}} \mathrm{I}_{\mathrm{S}}$
f, $\mathrm{O} h^{\mathrm{n}}$

By comparing equation (3.55) and equation (3.66) we get the following equations
$=+={ }_{\mathrm{g}}+=_{\mathrm{n}}=$

$$
\begin{equation*}
=+=+=\mathrm{g}+=\mathrm{n}=1 \tag{3.67}
\end{equation*}
$$

(3.68) ${ }^{-}{ }_{\mathrm{n}}=\mathrm{g}+=_{\mathrm{n}}=$ o

which when solved gives $==0,==\mathrm{g},=_{\mathrm{g}}=\mathrm{g}$ and $=_{\mathrm{n}}=-\mathrm{o}$.
We therefore get the 4th order Runge-Kutta method as

$$
\begin{align*}
& +h=\quad+o \mathrm{a}+2 \mathrm{a}+2 \mathrm{a}_{\mathrm{g}+}+\mathrm{a}_{\mathrm{n}} h \\
& \mathrm{a}=,  \tag{3.72}\\
& \\
& \tag{3.73}
\end{align*}
$$

$a=+h,+h a$

$$
\begin{equation*}
\mathrm{a}_{\mathrm{n}}=+h \quad,+h \mathrm{a}_{\mathrm{g}} \tag{3.74}
\end{equation*}
$$

In the Runge-Kutta methods, the introduction the notation $\mathrm{a}, \mathrm{a}, \mathrm{a}_{\mathrm{g}}, \mathrm{a}_{\mathrm{n}}$ into the methods is to eliminate the need for successive nesting in the second variable of , That is, instead of writing the equation (3.71) as

$$
\begin{aligned}
& +h=\quad+\#_{-},+{ }_{-}^{\#}+{ }_{-} h,+{ }_{-} h \text {, } \\
& +{ }^{\#} \text { - } \mathrm{Q}+\_h,+\_h+h,+\_h, \quad \mathrm{~S}_{\mathrm{g}} \\
& \text { + \#_ I }+h,+h \mathrm{Q}+\_h,+\_h+\ldots,+\ldots h, \quad \text { SO o }
\end{aligned}
$$

a is introduced to take care of , , a takes care of $+\_h,+\_h$, , whiles $\mathrm{a}_{\mathrm{g}}$ takes care of $\mathrm{Q}+\_h,+\_h+$
$\_h,+\_h, S$ and also $a_{n}$ taking care of
I +h, +h Q +_h, +_h +_h, +_h,


SO . Therefore, for easy numerical

Computation, the $4^{\text {th }}$ order Runge-Kutta method is expressed in the form of equation (3.71).

### 3.2 Non-Newtonian (Multiplicative) Runge-Kutta Methods

In this section, we will derive the non-Newtonian (multiplicative) Runge-Kutta methods that will be used to find suitable approximations to the solution of non-Newtonian(multiplicative) initial value problems of the form

with initial condition

$$
\begin{equation*}
=. \tag{3.78}
\end{equation*}
$$

### 3.2.1 Non-Newtonian (multiplicative) Runge-Kutta Second-Order Method

In analogy to the ordinary second-order Runge-Kutta method, we will derive the second-order non-Newtonian (multiplicative) Runge-Kutta method for solution of the differential equation (3.76).We start with the second order multiplicative Taylor expansion for $+h$ which is given as

$$
+h=. * \quad \text { \#.** R! } \cdot \ldots
$$

(3.79) from Theorem 2
[3](Multiplicative Taylor's Theorem for One Variable). By substitute the right hand side of equation (3.77) into equation (3.79) the expansion becomes

$$
+h=
$$

We can express ** as

$$
\begin{equation*}
{ }^{* *} \quad=^{*} \quad{ }^{*}=,{ }^{*}=, \tag{3.81}
\end{equation*}
$$

Recall that is a function of .Thus applying Theorem 3 [3](multiplicative chain rule) to ** we have

$$
\begin{equation*}
{ }^{* *} \quad=_{\$ \_}{ }^{\$ *},={ }^{*}, \cdot{ }_{-}^{*},-1 \tag{3.82}
\end{equation*}
$$

or

$$
\begin{align*}
& y^{* *}(x)=f_{x}^{*}(x, y) \cdot f_{y, y}^{*} y(x) \cdot \ln f(x, y)  \tag{3.83}\\
& \text { since } \quad=y(x) \cdot \ln \left(y^{*} \quad \text { and }^{*} \quad=,\right.
\end{align*}
$$

Substituting equation (3.83) into equation (3.80), then the multiplicative Taylor expansion becomes

where ${ }^{*}$, denotes the non-Newtonian(multiplicative) partial derivative with respect to and _*, with respect to respectively. We then formulate the second order non-Newtonian
(multiplicative) Runge-Kutta method as

$$
\begin{equation*}
+h=\quad \cdot \mathrm{a}^{\ \#} \cdot \mathrm{a}^{[\#} \tag{3.85}
\end{equation*}
$$

where

$$
\begin{equation*}
a=\text {, } \tag{3.86}
\end{equation*}
$$

a $\quad=f\left(x+p h, y \cdot k_{1}{ }^{3 \text { \# }}\right.$
(3.87) To compare equation (3.85) with equation
(3.84), we need to find the multiplicative Taylor series for a and by the application of the chain rule of multiplicative derivative

$$
\begin{align*}
\mathrm{a}= & \left., \cdot{ }^{*},{ }^{\sim \#} f_{y}^{*}, y(x) q h \cdot \ln k\right\rfloor \\
& =, \cdot{ }^{*},{ }^{\sim \#} ._{Z^{*}}^{*}, y(x) q h \cdot \ln f(x, y) \tag{3.88}
\end{align*}
$$

Then by substituting equations (3.88) and (3.86) into equation (3.85) we get the non-Newtonian (multiplicative) second order Runge-Kutta method as

$$
+h=
$$



Now comparing equation (3.89) with equation (3.84) yields

$$
\begin{align*}
=+>=1  \tag{3.90}\\
>1=  \tag{3.91}\\
>m=- \tag{3.92}
\end{align*}
$$

Of course, we have infinitely many solutions of the equations (3.90), (3.91) and (3.92), as the number of unknowns is greater than the number of equations. One possible choice of the parameters $[9]=,>, l, \quad$ and $m$ is $==,>==_{-}, l=1$ and $m=1$. This gives as the formulae for the second order non-Newtonian (multiplicative) Runge-Kutta method as

$$
\begin{equation*}
x+h)=y(x) \cdot k_{1}^{\frac{h}{2}} \cdot k_{2}^{\frac{h}{2}} \tag{3.93}
\end{equation*}
$$

where

$$
\begin{equation*}
a=\text {, } \tag{3.94}
\end{equation*}
$$

$a=+h, \cdot a^{\#}$
(3.95) Depending on the problem the parameters $=,>, l$, and $m$ can also be chosen differently in order to satisfy the equations (3.90), (3.91) and (3.92).

### 3.2.2 Non-Newtonian (multiplicative) Runge-Kutta Third-Order Method

To derive the third order non-Newtonian (multiplicative) Runge-Kutta method, we shall use the multiplicative Taylor expansion for $+h$ up to order 3 which is of the form

$$
+h=\begin{array}{cccc} 
& . & \text { IR } & \text { If }  \tag{3.96}\\
\text {. } & \# . * * & \mathrm{R}!\cdot * * * & \mathrm{f}!\cdot \ldots,
\end{array}
$$

Remembering that ${ }^{* *} \quad={ }^{*} \quad{ }^{*}=, \quad$ * we can write ${ }^{* * *}$ as

$$
\begin{equation*}
{ }_{* * *}^{* *} \quad{ }^{*} \quad{ }^{* *}=, \quad{ }^{* *} \tag{3.97}
\end{equation*}
$$

Noting that * $\quad=M, \quad N$ can also be expressed as *
From equation (3.96) we can evaluate ${ }^{* * *} \quad$ by the application of multiplicative chain rule to get

$$
\begin{aligned}
& { }^{* * *} \quad=\text { _ }^{* *} \text {, } \\
& =-{\underset{\$}{\$ * \$ *}}^{\$} \\
& =-\left(f_{x}(x, y) \cdot f_{y}^{*} \quad \$^{*} * \quad,{ }^{*} \mathrm{~N}\right. \\
& ={ }^{*}, \text { _ }^{*},,^{1} \cdot{ }_{-}^{*},^{1} \cdot{ }^{*},^{1} \\
& =*, \cdot{ }_{-}^{*}, \mathbf{-}^{1} \cdot{ }^{*},^{1 R} \cdot{ }^{*},,^{11}
\end{aligned}
$$

(3.98) Since ${ }^{* *}={ }_{\$ \_}{ }^{\$ *},={ }^{*}, \cdot{ }_{-}^{*},{ }^{1}$ and partial
multiplicative derivatives are
commutative [16].
We substitute equations (3.98), (3.82) and (3.77) into equation (3.96) to get the multiplicative Taylor expansion up to order 3 for $+h$ as


The third-order non-Newtonian (multiplicative) Runge-Kutta method can be depicted as

$$
\begin{equation*}
+h=\quad \cdot a^{1 \#} \cdot \mathrm{a}^{[\#} \cdot \mathrm{ag}^{\mathrm{K} \mathrm{\#}} \tag{3.100}
\end{equation*}
$$

where

$$
\begin{gather*}
\mathrm{a}=,  \tag{3.101}\\
\mathrm{a} \quad f\left(x+p h, y \cdot k_{1}{ }^{\text {i\# }}\right.  \tag{3.102}\\
\mathrm{ag}_{\mathrm{g}}=+\mid 1 \mathrm{l} h, y \cdot k_{1}^{q_{1} h} \cdot k_{2}^{q_{\mathrm{R} \#}}
\end{gather*}
$$

To make the comparison between equation (3.99) and equation (3.100), we need to find the multiplicative Taylor expansion for a and $\mathrm{a}_{\mathrm{g}}$ which are



~J\#•*, JRTR• _*, ~J\# R_8J€JT8R€RT 1
$=, \cdot *, \sim \jmath \# \cdot$ _*, $\sim J 8 J € J T 8 R \in R T \_1 \# \cdot *, \cdot J R R T R \cdot{ }^{*}, \sim J R 8 J € J T 8 R \in R T \# R \_1$
$\bullet R J, R € J J T, R € R$ RTTR 1 R
-R €
_-*,
*,
, JJT,RERRTTR 11
(3.105) that is by the application of the chain rule multiplicative derivative.

Now we substitute equations (3.101), (3.104) and (3.105) into equation (3.100) to get the third order non-Newtonian (multiplicative) Runge-Kutta method as

$$
+h=
$$

$$
\cdot(f(x, y))^{a h} \cdot\left[f(x, y) \cdot f_{x, \sim \#}^{*} f_{\left.y, \sim 8_{\mathrm{J}} € \mathrm{~T} 1_{\#}\right][\#}^{*}\right.
$$



Comparison of the powers of , and its partial derivatives in equation (3.99) with equation (3.106) up to order 3 in $h$ gives
$=+>+:=1$
|>+:| =_
(3.108)

$$
\begin{equation*}
>1 a^{\langle \#}+: l a^{\} \mid \#} a^{\jmath \mathrm{k} \#}=- \tag{3.109}
\end{equation*}
$$

_: $: 1=$

$$
\begin{equation*}
: 1 a^{\} \mid>\#} a^{3 \Omega \#}= \tag{3.111}
\end{equation*}
$$

。


As before, the number of solutions are infinitely many. By choosing [8], $I=1, m=m=0$ and $I=$ ,we get $==, \quad>=-\quad:=$, Therefore the 3rd order non-Newtonian go g (multiplicative) Rung-Kutta method takes the form

$$
+h=\quad \begin{array}{ccc}
\underline{1} & \frac{1}{4} & \frac{1}{1} \\
& \cdot a \cdot a^{\mathrm{R} \#} \cdot \mathrm{a}_{\mathrm{g}^{\mathrm{f}}}
\end{array}
$$

Where

$$
\begin{equation*}
a=\text {, } \tag{3.115}
\end{equation*}
$$

$$
\begin{equation*}
\mathrm{a}=+\_h, \tag{3.116}
\end{equation*}
$$

$$
\mathrm{a}_{\mathrm{g}}=+h
$$

### 3.2.3 Non-Newtonian (multiplicative) Runge-Kutta Fourth-Order Method

In analogy to the above described 3rd order non-Newtonian (multiplicative) Runge-Kutta method [16] , we will now derive the 4rd order non-Newtonian (multiplicative) Runge-Kutta method. Therefore we start by using the multiplicative Taylor expansion for $+h$ up to order 4 which is of the form


Recall that * $=\mathrm{M}, \quad \mathrm{N}=$, and using the knowledge in equations (3.81) and
(3.97) we can therefore express * $n$ as

$$
\begin{equation*}
{ }^{* n} \quad=^{*} \quad{ }^{* * *}=, \quad{ }^{* * *}=,{ }^{* * *} \tag{3.119}
\end{equation*}
$$

By the application of multiplicative chain rule, equation (3.119) results to
*n $\quad=\underbrace{* * *}_{\$}$,
$=\frac{\$}{\$}{—^{* *}}^{*}$
- M
$=\$ \$ * * \quad *, \cdot \_$, _1 N
$={ }^{\$ *} Q^{\$ *} M^{*}, \cdot{ }_{-}^{*},{ }^{1} N S$
\$ \$


. _ , g_11. _ *, g_1
_11. _ *, , ${ }^{111}$

We now substitute equations (3.77), (3.82), (3.98) and (3.120) into equation (3.118) to get the multiplicative Taylor expansion for $+h$ up to order 4 as
$+h=$

$$
\left.._{-}^{*}, \mathrm{~g} \_11 \cdot \_^{*}, \mathrm{~g} \_1 \quad \__{-11 ._{--}^{*}}(x)\right]^{\frac{h^{4}}{4!}}
$$

$$
\cdot{ }^{*}, \mathrm{R}\left\{\cdot \__{-}^{*},\right]_{\mathrm{R}\{ }^{\cdot}{ }_{-}^{*}, \mathrm{R}\left\{\cdot{ }^{*}\right. \text {, }
$$

111 I $\{$
. _ ${ }^{*}$, $\mathrm{R}\{$
The fourth order non-Newtonian (multiplicative) Runge-Kutta method has the form

$$
\begin{align*}
& +h=\quad \cdot a^{1 \#} \cdot a^{[\#} \cdot a_{g}^{\mathrm{H} \mathrm{\#}} \cdot \mathrm{a}^{\text {s\# }} \\
& \mathrm{a}=,
\end{align*}
$$

F

$$
6
$$

(3.122) where
a $\quad=f\left(x+p h, y \cdot k_{1}{ }^{\text {# }}\right.$
$=+{ }_{1} h, y \cdot k_{1}^{q_{1} h} \cdot k_{2}^{q_{\text {ह\# }}}$
(3.124)

## $a g$

${ }_{2} h, y \cdot k_{1}^{q_{3} h} \cdot k_{2}^{q_{4} h} \cdot k_{3^{f^{\#}}}$
(3.126) In order to compare equation (3.122) with equation (3.121) we need to expand also $a_{n}$ using the multiplicative Taylor theorem since that of a and $\mathrm{ag}_{\mathrm{g}}$ are the equations (3.104) and (3.105). By the application of the chain rule multiplicative derivative the Taylor expansion for $a_{n}$ is

$=$, $\cdot$


Then by substituting equations (3.123), (3.104), (3.105), and (3.127) in equation (3.122), we get the non-Newtonian (multiplicative) Runge-Kutta expansion for the comparison with the multiplicative Taylor expansion of equation (3.121) as
-RJTR



， $\mathrm{H}^{\sim}$ JR8J€JT8R€RT\＄～RR8J€fT8R€\｛T8f€fT\＃f＿1


Therefore we get by comparison of equation（3．128）with equation（3．121），the following set of equations

$$
\begin{align*}
& =+>+:+\ldots=1 \tag{3.129}
\end{align*}
$$

$$
\begin{align*}
& \text { |>+: }|+. . .|=  \tag{3.130}\\
& \text { _ : } 1+\text {... }=  \tag{3.131}\\
& \text { (3.132) 。 }
\end{align*}
$$

As $=,>,:$ and $\ldots$ are determined by the choices of $I, I, I, m, m, m, m_{g}, m_{n}$ and $m_{q}$. By
selecting, $l=1, l==_{-}, l=-, m=m=m=m_{g}=m_{n}=m_{q}=0 \quad$ and solving the set of equations gives ...= , :=_ , >=_ and $==_{-}$. We therefore get the 4th order non-Newtonian $n$ g o n
(multiplicative) Runge-Kutta method as


$$
\begin{equation*}
a=+\_h, \tag{3.145}
\end{equation*}
$$

$\mathrm{ag}_{\mathrm{g}}=+\_h$

$$
\begin{equation*}
a_{n}=+h \tag{3.146}
\end{equation*}
$$

Depending on the problem the parameters can also be chosen differently in order to satisfy the equations (3.129) to (3.142).

## CHAPTER FOUR

## ANALYSIS AND INTERPRETATIONS OF NUMERICAL SIMULATIONS OF ORDINARYAND NON-NEWTONIAN (MULTIPLICATIVE) RUNGE-KUTTA METHODS

In this chapter, we will compare the ordinary and non-Newtonian (multiplicative) Runge-kutta Methods using examples of ordinary and non-Newtonian (multiplicative) differential equations with their analytical solutions [17].

### 4.1 COMPUTATIONAL COMPARISON

We begin by considering the solution for non-Newtonian (multiplicative) initial value problem

$$
\begin{equation*}
\text { * } \quad=\quad, \quad 1=1 \tag{4.1}
\end{equation*}
$$

The ordinary differential equation corresponding to equation (4.1) is

$$
=2, \quad 1=1
$$

(4.2) The exact
solution for both equations (4.1) and (4.2) is

$$
\begin{equation*}
={ }^{R} \tag{4.3}
\end{equation*}
$$

$\qquad$

We first solve the equation (4.1) by using the second-order non-Newtonian (multiplicative)
Runge-Kutta method and equation (4.2) by also using the second-order ordinary Runge-Kutta method. In the following table we compare the results of the non-Newtonian (multiplicative)

Runge-Kutta method and the ordinary Runge-Kutta method, using a step size of $h=0.1$ and,$=6$ points. The results in tabular form and the graphs are as follows

|  | *W* $\ddagger$ U | U \H\% | \%š̌*U 85̌\%\%\% |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 1 | 1 | 0 | 0 |
| 1.1 | 1.23367805996 | 1.23367805996 | 1.23100000000 | 0 | 0.2171 |
| 1.2 | 1.55270721851 | 1.55270721851 | 1.54527430000 | 0 | 0.4787 |
| 1.3 | 1.99371553324 | 1.99371553324 | 1.97795110400 | 0 | 0.7907 |
| 1.4 | 2.61169647342 | 2.61169647342 | 2.58142398583 | 0 | 1.1591 |
| 1.5 | 3.49034295746 | 3.49034295746 | 3.43484275554 | $6.36{ }^{n}$ | 1.5901 |
| 1.6 | 4.75882124514 | 4.75882124514 | 4.65936419770 | $3.73{ }^{n}$ | 2.0900 |

Table 4.1: Comparison of the results of non-Newtonian (multiplicative) and ordinary secondorder Runge-Kutta methods with the exact values and their relative errors in percentage for ${ }^{*}=$ and $=2$


Figure 4.1: Graphs of non-Newtonian (multiplicative) and ordinary second-order Runge-Kutta methods and the exact solution for $*=$ and $=2$


Figure 4.2: Approximation error containing the second-order non-Newtonian (multiplicative) and the ordinary Runge-Kutta methods of table 4.1

The comparison of the results presented in the table 4.1 shows that the non-Newtonian (multiplicative) second-order Runge-Kutta method gives better results compared to the ordinary second-order Runge-Kutta method. Since the error terms of non-Newtonian (multiplicative) Rung-Kutta method is smaller than that of the ordinary Runge-Kutta method. This is also represented in figure 4.2

The following table gives us the numerical results and the relative errors in percentage for the non-Newtonian(multiplicative) Runge-Kutta third-order method and the ordinary third- order Runge-Kutta method compared to the exact result. The graphs are also below.

|  | ${ }^{*} W^{*} \not U^{\wedge}$ |  | \%š*PU 8క̌\%\% | $$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 1 | 1 | 0 | 0 |
| 1.1 | 1.23573590445 | 1.23367805996 | 1.23360666667 | 0.1668 | 0.0058 |
| 1.2 | 1.55789154498 | 1.55270721851 | 1.55248247634 | 0.3339 | 0.0145 |
| 1.3 | 2.00370907394 | 1.99371553324 | 1.99318050195 | 0.5013 | 0.0268 |
| 1.4 | 2.62916595013 | 2.61169647342 | 2.61055354578 | 0.6689 | 0.0438 |
| 1.5 | 3.51955067859 | 3.49034295746 | 3.48803020727 | 0.8368 | 0.0663 |
| 1.6 | 4.80664819378 | 4.75882124514 | 4.75427818665 | 1.0050 | 0.0955 |

Table 4.2a: Comparison of the results of non-Newtonian (multiplicative) and ordinary third-order Runge-Kutta methods with the exact values and their relative errors in percentage for ${ }^{*}=$ and $=2$


Figure 4.3a: Graphs of non-Newtonian (multiplicative) and ordinary third-order Runge-Kutta methods and the exact solution for $*=$ and $=2$


Figure 4.4a: Approximation error containing the third-order non-Newtonian (multiplicative) and the ordinary Runge-Kutta methods of table 4.2a

The comparison of the results presented in the table 4.2a shows that the ordinary third-order Runge-kutta method gives better results compared to the non-Newtonian (multiplicative) third-order Runge-Kutta method. Since the error terms of the ordinary Runge-Kutta method is smaller than that of the non-Newtonian (multiplicative) Rung-Kutta method. This is also represented in figure 4.4a.

We now set our parameters in the case of the non-Newtonian (multiplicative) third-order RungKutta method in equation (3.103) to $:=-,=,==_{-},|=-|=1,, m=-1, m=2$,

$$
\begin{array}{lll}
0 & g & 0
\end{array}
$$

and $m=$ which is the parameters widely used for the third-order ordinary Runge-Kutta method.
Table 4.2 b below gives us the comparison of the results for the parameters chosen and also the graphs are shown in figures 4.3 b and 4.4 b .

|  |  | U\H\% | \%oš*PU 8క̌\%\% | $$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 1 | 1 | 0 | 0 |
| 1.1 | 1.23367805996 | 1.23367805996 | 1.23360666667 | 0 | 0.0058 |
| 1.2 | 1.55270721851 | 1.55270721851 | 1.55248247634 | 0 | 0.0145 |
| 1.3 | 1.99371553324 | 1.99371553324 | 1.99318050195 | 0 | 0.0268 |
| 1.4 | 2.61169647342 | 2.61169647342 | 2.61055354578 | $0<$ | 0.0438 |
| 1.5 | 3.49034295746 | 3.49034295746 | 3.48803020727 | $6.36{ }^{n}$ | 0.0663 |
| 1.6 | 4.75882124514 | 4.75882124514 | 4.75427818665 | $3.73{ }^{n}$ | 0.0955 |

Table 4.2b: Comparison of the results of non-Newtonian (multiplicative) and ordinary thirdorder Runge-Kutta methods with the exact values and their relative errors in percentage for * $=$ and $=2$


Figure 4.3b: Graphs of non-Newtonian (multiplicative) and ordinary third-order Runge-Kutta methods and the exact solution for ${ }^{*}=$ and $=2$


Figure 4.4b: Approximation error containing the third-order non-Newtonian (multiplicative) and the ordinary Runge-Kutta methods of table 4.2 b

We observe that the comparison of results in table 4.2 b shows that the non-Newtonian (multiplicative) third-order Runge-Kutta method gives us better results as compared to the ordinary third-order Runge-Kutta method for the same parameters. This can also be notice in figure 4.4b.

The following table gives us the numerical results and the relative errors in percentage for the non-Newtonian(multiplicative) Runge-Kutta fourth-order method and the ordinary fourth- order Runge-Kutta method compared to the exact result. The graphs are also below.

|  | *W* ¥U* | U \H\% | \%oš*PU 8Sั\%\% |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 1 | 1 | 0 | 0 |
| 1.1 | 1.23367805996 | 1.23367805996 | 1.23367806171 | 0 | 1.62 " |
| 1.2 | 1.55270721851 | 1.55270721851 | 1.55270731751 | 0 | $6.38^{\circ}$ |
| 1.3 | 1.99371553324 | 1.99371553324 | 1.99371555011 | 0 | 8.53 " |
| 1.4 | 2.61169647342 | 2.61169647342 | 2.61169654914 |  | $2.91{ }^{\circ}$ |
| 1.5 | 3.49034295746 | 3.49034295746 | 3.49034350924 | $2.22{ }^{\text {g }}$ | $1.58{ }^{\text {a }}$ |
| 1.6 | 4.75882124514 | 4.75882124514 | 4.75882143391 | $1.78{ }^{\text {g }}$ | $3.95{ }^{\circ}$ |

Table 4.3: Comparison of the results of non-Newtonian (multiplicative) and ordinary fourthorder Runge-Kutta methods with the exact values and their relative errors in percentage for * $=$ and $=2$


Figure 4.5: Graphs of non-Newtonian (multiplicative) and ordinary fourth-order Runge-Kutta
methods and the exact solution for $*=$ and $=2$


Figure 4.6: Approximation error containing the fourth-order non-Newtonian (multiplicative) and the ordinary Runge-Kutta methods of table 4.3

Since the figure 4.5 do not tell us much, it can be observed from the table 4.3 that the error terms of the fourth-order non-Newtonian (multiplicative) Runge-Kutta method is much smaller as compared to that of the ordinary fourth- order Runge-Kutta method. We can therefore say that the non-Newtonian (multiplicative) fourth-order Runge-Kutta method gives us better solutions.

We now consider the solution for non-Newtonian (multiplicative) initial value problem

$$
\begin{equation*}
=\ldots, \quad 0=2 \tag{4.4}
\end{equation*}
$$

The ordinary differential equation corresponding to equation (4.4) is

$$
\begin{equation*}
=-, \quad 0=2 \tag{4.5}
\end{equation*}
$$

The exact solution for both equations (4.4) and (4.5) is

$$
\begin{equation*}
=++1 \tag{4.6}
\end{equation*}
$$

Let now check the difference between the non-Newtonian (multiplicative) and the ordinary
Runge-Kutta method by comparing the results of the equations (4.4) and (4.5) for,$=8$ points and $h=0.5$ (i.e., the step size). The results in tabular form for second-order non-Newtonian (multiplicative) Runge-Kutta method and the second-order ordinary Runge-Kutta method and the graphs are below.

|  |  | $U \backslash H \%$ | \%oš*PU 85̌\%\% | $\begin{array}{cc} \hline \text { < } \mathrm{E}=\mathrm{Ad} \cdot \\ \text { " } & \mathrm{d}, \\ & \% \\ ? & , ?, \end{array}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 2 | 2 | 2 | 0 | 0 |
| 0.5 | 3.17478214527 | 3.14872127070 | 3.12500000000 | 0.8277 | 0.7534 |
| 1.0 | 4.77881007482 | 4.71828182846 | 4.64062500000 | 1.2828 | 1.6459 |
| 1.5 | 7.09246039743 | 6.98168907034 | 6.79101562500 | 1.5866 | 2.7311 |
| 2.0 | 10.57646361810 | 10.38905609893 | 9.97290039063 | 1.8039 | 4.0057 |
| 2.5 | 15.98994535541 | 15.68249396070 | 14.83096313477 | 1.9605 | 5.4298 |
| 3.0 | 24.58436887273 | 24.08553692319 | 22.41281509399 | 2.0711 | 6.9449 |


| 3.5 | 38.42306811421 | 37.61545195869 | 34.42082452774 | 2.1470 | 8.4929 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 4.0 | 60.90797140470 | 59.59815003314 | 53.62133985758 | 2.1978 | 10.0285 |

Table 4.4: Comparison of the results of non-Newtonian (multiplicative) and ordinary secondorder Runge-Kutta methods with the exact values and their relative errors in percentage for ${ }^{*} \quad=$ and $=-$


Figure 4.7: Graphs of non-Newtonian (multiplicative) and ordinary second-order Runge-Kutta
methods and the exact solution for for $y^{*}(x)=e^{\frac{y-x}{y}}$ and $y^{\prime}(x)=y-x$


Figure 4.8: Approximation error containing the second-order non-Newtonian (multiplicative) and the ordinary Runge-Kutta methods of table 4.4

The comparison of the results presented in the table 4.4 shows that the non-Newtonian (multiplicative) second-order Runge-Kutta method gives better results compared to the ordinary second-order Runge-Kutta method. Since the error terms of non-Newtonian (multiplicative) Rung-Kutta method is smaller than that of the ordinary Runge-Kutta method.

The following table gives us the numerical results and the relative errors in percentage for the non-Newtonian(multiplicative) Runge-Kutta third-order method and the ordinary third- order Runge-Kutta method compared to the exact result. The graphs are also below.

|  | ${ }^{*} \mathrm{~W}^{*} \quad \ddagger \mathrm{U}^{\wedge}$ | $\mathrm{U} \backslash \mathrm{H} \%$ | \%oš*PU 8Š\%\% |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 2 | 2 | 2 | 0 | 0 |
| 0.5 | 3.06556077620 | 3.14872127070 | 3.14583333333 | 2.6411 | 0.0917 |


| 1.0 | 4.44201393774 | 4.71828182846 | 4.70876736111 | 5.8553 | 0.2017 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 1.5 | 6.33263140475 | 6.98168907034 | 6.95817961516 | 9.2966 | 0.3367 |
| 2.0 | 9.06347686742 | 10.38905609893 | 10.33742061662 | 12.7594 | 0.4970 |
| 2.5 | 13.16852684291 | 15.68249396070 | 15.57617143152 | 16.0304 | 0.6780 |
| 3.0 | 19.52766092692 | 24.08553692319 | 23.87536548104 | 18.9237 | 0.8726 |
| 3.5 | 29.59335417801 | 37.61545195869 | 37.21153902089 | 21.3266 | 1.0738 |
| 4.0 | 45.76350814946 | 59.59815003314 | 58.83774130521 | 23.2132 | 1.2759 |

Table 4.5a: Comparison of the results of non-Newtonian (multiplicative) and ordinary thirdorder Runge-Kutta methods with the exact values and their relative errors in percentage
for * = _ and =-


Figure 4.9a: Graphs of non-Newtonian (multiplicative) and ordinary third-order Runge-Kutta
methods and the exact solution for for $y^{*}(x)=e^{\frac{y-x}{y}}$ and $y^{\prime}(x)=y-x$


Figure 4.10a: Approximation error containing the second-order non-Newtonian (multiplicative) and the ordinary Runge-Kutta methods of table 4.5a

The comparison of the results in the table 4.5 a shows that the ordinary third-order Runge-kutta method gives better results compared to the non-Newtonian (multiplicative) third-order RungeKutta method. Since the error terms of the ordinary Runge-Kutta methodis smaller than that of the non-Newtonian (multiplicative) Rung-Kutta method. This is also represented in figure 4.10a. We once again set our parameters in the case of the non-Newtonian (multiplicative) third-order Rung-Kutta method in equation (3.103) to $:=,=,==_{-},|=-|=1,, m=-1$,
$\mathrm{m}=2$, and $\mathrm{m}=$ _ which is the parameters widely used for the third-order ordinary Runge-Kutta method.

Table 4.5 b below gives us the comparison of the results for the parameters chosen and also the graphs are shown in figures 4.9 b and 4.10 b .

|  | *W* $\ddagger$ * | UН\% | \%oั̌*PU 85̌\%\% | $\begin{array}{cc} \hline \text { c } \mathbb{E}=A d \bullet & \\ « & \mathrm{~d}, \\ & \% \\ ? & \text { ? } \end{array}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 2 | 2 | 2 | 0 | 0 |
| 0.5 | 3.14800558240 | 3.14872127070 | 3.14583333333 | 0.0227 | 0.0917 |
| 1.0 | 4.71708394307 | 4.71828182846 | 4.70876736111 | 0.0254 | 0.2017 |
| 1.5 | 6.97977792898 | 6.98168907034 | 6.95817961516 | 0.0274 | 0.3367 |
| 2.0 | 10.38584525716 | 10.38905609893 | 10.33742061662 | 0.0309 | 0.4970 |
| 2.5 | 15.67696794504 | 15.68249396070 | 15.57617143152 | 0.0352 | 0.6780 |
| 3.0 | 24.07605221819 | 24.08553692319 | 23.87536548105 | 0.0394 | 0.8726 |
| 3.5 | 37.59936285780 | 37.61545195869 | 37.21153902089 | 0.0428 | 1.0738 |
| 4.0 | 59.57115847503 | 59.59815003314 | 58.83774130521 | 0.0453 | 1.2759 |

Table 4.5b: Comparison of the results of non-Newtonian (multiplicative) and ordinary thirdorder Runge-Kutta methods with the exact values and their relative errors in percentage for * =_ and =-


Figure 4.9b: Graphs of non-Newtonian (multiplicative) and ordinary third-order Runge-Kutta methods and the exact solution for for $y^{*}(x)=e^{\frac{y-x}{y}}$ and $y^{\prime}(x)=y-x$


Figure 4.10b: Approximation error containing the third-order non-Newtonian (multiplicative) and the ordinary Runge-Kutta methods of table 4.5b

We can observe that the comparison of results in table 4.5 b shows that the non-Newtonian (multiplicative) third-order Runge-Kutta method gives us better results as compared to the ordinary third-order Runge-Kutta method for the same parameters. This we can also observe in figure 4.10b.

The following table gives us the numerical results and the relative errors in percentage for the non-Newtonian(multiplicative) Runge-Kutta fourth-order method and the ordinary fourth- order Runge-Kutta method compared to the exact result. The graphs are also below.


| 0 | 2 | 2 | 2 | 0 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 0.5 | 3.09766059727 | 3.14872127070 | 3.14843750000 | 1.6216 | 0.0090 |
| 1.0 | 4.52486653575 | 4.71828182846 | 4.71734619141 | 4.0993 | 0.0198 |
| 1.5 | 6.49779222100 | 6.98168907034 | 6.97937536240 | 6.9309 | 0.331 |
| 2.0 | 9.36333319349 | 10.38905609893 | 10.38397032395 | 9.8731 | 0.0490 |
| 2.5 | 13.68981076465 | 15.68249396070 | 15.67201358089 | 12.7064 | 0.0668 |
| 3.0 | 20.41382059959 | 24.08553692319 | 24.06480363724 | 15.2445 | 0.0861 |
| 3.5 | 31.08138908999 | 37.61545195869 | 37.57557474577 | 17.3707 | 0.1060 |
| 4.0 | 48.24459155490 | 59.59815003314 | 59.52301774498 | 19.0502 | 0.1261 |

Table 4.6a: Comparison of the results of non-Newtonian (multiplicative) and ordinary fourthorder Runge-Kutta methods with the exact values and their relative errors in percentage
for * = _ and =-


Figure 4.11a: Graphs of non-Newtonian (multiplicative) and ordinary fourth-order Runge-Kutta
methods and the exact solution for for $y^{*}(x)=e^{\frac{y-x}{y}}$ and $y^{\prime}(x)=y-x$


Figure 4.12a: Approximation error containing the fourth-order non-Newtonian (multiplicative) and the ordinary Runge-Kutta methods of table 4.6a

We can see from table 4.6a that the ordinary fourth-order Runge-Kutta method gives us better solutions than the non-Newtonian (multiplicative) Runge-Kutta method. This can also be clearly seen in figures 4.11a and 4.12a.

We now choose the parameters...$=,:=-,>=,==-,|=1,|=|=,-, m=$ $m=m_{g}=m_{n}=0, m_{q}=1$ and $m=-$. Which is also the set of parameters widely used for the ordinary Runge-Kutta method and substitute into equation (3.125).

Table 4.6b below gives us the comparison of the results for the parameters chosen and also the graphs are presented in figures 4.11b and 4.12b.

|  | *W* $\ddagger$ U* | $\bar{U} \backslash H \%$ | \%oš*PU 85̌\%\% | $$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 2 | 2 | 2 | 0 | 0 |
| 0.5 | 3.14878031996 | 3.14872127070 | 3.14843750000 | 0.0019 | 0.0090 |
| 1.0 | 4.71842749578 | 4.71828182846 | 4.71734619141 | 0.0031 | 0.0198 |
| 1.5 | 6.98197000266 | 6.98168907034 | 6.97937536240 | 0.0040 | 0.0331 |
| 2.0 | 10.38954950716 | 10.38905609893 | 10.38397032395 | 0.0047 | 0.0490 |
| 2.5 | 15.68332726836 | 15.68249396070 | 15.67201358089 | 0.0053 | 0.0668 |
| 3.0 | 24.08692224948 | 24.085536923188 | 24.06480363724 | 0.0058 | 0.0861 |
| 3.5 | 37.61774103632 | 37.61545195869 | 37.57557474577 | 0.0061 | 0.1060 |
| 4.0 | 59.60192377380 | 59.59815003314 | 59.52301774498 | 0.0063 | 0.1261 |

Table 4.6b: Comparison of the results of non-Newtonian (multiplicative) and ordinary fourthorder Runge-Kutta methods with the exact values and their relative errors in percentage

```
for * = and = -
```



Figure 4.11b: Graphs of non-Newtonian (multiplicative) and ordinary fourth-order Runge-Kutta
methods and the exact solution for for $y^{*}(x)=e^{\frac{y-x}{y}}$ and $y^{\prime}(x)=y-x$


Figure 4.12b: Approximation error containing the fourth-order non-Newtonian (multiplicative) and the ordinary Runge-Kutta methods of table 4.6b

From table 4.6 b we observe that the change of the parameters for the non-Newtonian (multiplicative) Runge-Kutta method gave us better results as compared to the ordinary RungeKutta method for the same parameters. This can also be notice in figure 4.12b. Thus the nonNewtonian (multiplicative) method gives us better solutions than the ordinary Runge-Kutta method.

We finally consider the solution for non-Newtonian (multiplicative) initial value problem

$$
\begin{equation*}
=, \quad 0=1 \tag{4.7}
\end{equation*}
$$

The ordinary differential equation corresponding to equation (4.7) is

$$
\begin{equation*}
=1-\quad, \quad 0=1 \tag{4.8}
\end{equation*}
$$

The exact solution for both equations (4.7) and (4.8) is

$$
\begin{equation*}
=0 \quad \overline{R S} \tag{4.9}
\end{equation*}
$$

Using $h=0.25$ and,$=8$, we now check the solutions of non-Newtonian (multiplicative) and the ordinary Runge-Kutta method by comparing the results of the equations (4.7) and (4.8). The following table compares the results of the non-Newtonian (multiplicative) Runge-Kutta method and the ordinary Runge-Kutta method of the second order. The graphs are also presented below.

|  | *W* $\ddagger{ }^{\text {U }}$ | $U \backslash H \%$ | \%oš*PU 85̌\%\% |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 1 | 1 | 1 | 0 | 0 |
| 0.25 | 1.24452010777 | 1.24452010777 | 1.24609375000 | 0 | 0.1264 |
| 0.50 | 1.45499141462 | 1.45499141464 | 1.45904922485 | 0 | 0.2789 |
| 0.75 | 1.59799544995 | 1.59799544995 | 1.60438420624 | 0 | 0.3998 |
| 1.00 | 1.64872127070 | 1.64872127070 | 1.65608799413 |  | 0.4468 |
| 1.25 | 1.59799544995 | 1.59799544995 | 1.60433524434 | 0 | 0.3967 |
| 1.50 | 1.45499141462 | 1.45499141462 | 1.458629016072 | $6.104^{n}$ | 0.2500 |
| 1.75 | 1.24452010777 | 1.24452010777 | 1.24496265630 | 0 | 0.0356 |
| 2.00 | 1.00000000000 | 1.00000000000 | 0.99815853596 | 0 | 0.1841 |

Table 4.7: Comparison of the results of non-Newtonian (multiplicative) and ordinary secondorder Runge-Kutta methods with the exact values and their relative errors in percentage for * $\quad=$ and $=1$ -



Figure 4.13: Graphs of non-Newtonian (multiplicative) and ordinary second-order Runge-Kutta methods and the exact solution for $* \quad=$ and $=1-$


Figure 4.14: Approximation error containing the second-order non-Newtonian (multiplicative) and the ordinary Runge-Kutta methods of table 4.7

The comparison of the results presented in the table 4.7 shows that the non-Newtonian (multiplicative) second-order Runge-Kutta method gives better results compared to the ordinary second-order Runge-Kutta method. Since the error terms of non-Newtonian (multiplicative) Rung-Kutta method is smaller than that of the ordinary Runge-Kutta method.

In the following table we compare the results of the non-Newtonian (multiplicative) and ordinary third-order Runge-Kutta methods. The results in tabular form and the graphs are as follows

|  | *W* $\ddagger$ U* | $U \backslash H \%$ | \%oš*PU 8క̌\%\% | $$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 1 | 1 | 1 | 0 | 0 |
| 0.25 | 1.24452010777 | 1.24452010777 | 1.24454752604 | 0 | 0.0022 |
| 0.50 | 1.45499141462 | 1.45499141462 | 1.45516248213 | 0 | 0.0118 |
| 0.75 | 1.59799544995 | 1.59799544995 | 1.59839319682 | 0 | 0.0249 |
| 1.00 | 1.64872127070 | 1.64872127070 | 1.64938360479 | 0 | 0.0402 |
| 1.25 | 1.59799544995 | 1.59799544995 | 1.59891418459 | 0 | 0.0575 |
| 1.50 | 1.45499141462 | 1.45499141462 | 1.45610751812 | 0 | 0.0767 |
| 1.75 | 1.24452010777 | 1.24452010777 | 1.24571372756 | 0 | 0.0959 |
| 2.00 | 1.00000000000 | 1.00000000000 | 1.00109237139 | 0 | 0.1092 |

Table 4.8: Comparison of the results of non-Newtonian (multiplicative) and ordinary third- order Runge-Kutta methods with the exact values and their relative errors in percentage
for * $\quad=$ and $=1$ -


Figure 4.15: Graphs of non-Newtonian (multiplicative) and ordinary third-order Runge-Kutta
methods and the exact solution for * $=$ and $=1$ -


Figure 4.16: Approximation error containing the third-order non-Newtonian (multiplicative) and the ordinary Runge-Kutta methods of table 4.8

By comparing the error terms of the non-Newtonian (multiplicative) third-order Runge-Kutta method and the ordinary third-order Runge-Kutta method of table 4.8, we can observe that the non-Newtonian (multiplicative) Runge-Kutta method gives better results than the ordinary Runge-Kutta method.

The following table compares the results of the non-Newtonian (multiplicative) and ordinary fourth-order Runge-Kutta methods. Below are the results in tabular form and the graphs.

|  | *W* $\ddagger$ U* | $\mathrm{U} \backslash H \%$ | \%oš*PU 85̌\%\% |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 1 | 1 | 1 | 0 | 0 |
| 0.25 | 1.24452010777 | 1.24452010777 | 1.24451382955 | 0 | $5.045^{n}$ |
| 0.50 | 1.45499141462 | 1.45499141462 | 1.45498184673 | 0 | $6.576{ }^{n}$ |
| 0.75 | 1.59799544995 | 1.59799544995 | 1.59798433214 | 0 | $6.957{ }^{n}$ |
| 1.00 | 1.64872127070 | 1.64872127070 | 1.64870973608 | 0 | $6.996^{n}$ |
| 1.25 | 1.59799544995 | 1.59799544995 | 1.59798420510 | 0 | $7.037^{n}$ |
| 1.50 | 1.45499141462 | 1.45499141462 | 1.45498069954 | 0 | $7.364{ }^{n}$ |
| 1.75 | 1.24452010777 | 1.24452010777 | 1.24451059773 | 0 | $7.642^{n}$ |
| 2.00 | 1.00000000000 | 1.00000000000 | 0.99999494634 | 0 | $5.054{ }^{n}$ |

Table 4.9: Comparison of the results of non-Newtonian (multiplicative) and ordinary fourthorder Runge-Kutta methods with the exact values and their relative errors in percentage
for * $\quad=$ and $=1-$


Figure 4.17: Graphs of non-Newtonian (multiplicative) and ordinary fourth-order Runge-Kutta
methods and the exact solution for * $=$ and $=1$ -


Figure 4.18: Approximation error containing the fourth-order non-Newtonian (multiplicative) and the ordinary Runge-Kutta methods of table 4.9

Comparing the results and error terms of table 4.9, we see that the non-Newtonian (multiplicative) Runge-Kutta method gives us better solutions than the ordinary Runge-Kutta method.

## CHAPTER FIVE

## CONCLUSION AND RECOMMENDATION

### 5.1 Conclusion

In this thesis, a new kind of calculus called the non-Newtonian (Multiplicative) calculus is discussed. The non-Newtonian (Multiplicative) derivative definition is given in terms of nonNewtonian (Multiplicative) calculus and on the basis of the definition of the derivative, the definition of both the non-Newtonian (Multiplicative) Taylor series and chain rule were defined. With the definitions, we derived the non-Newtonian (Multiplicative) Runge-Kutta methods of the 2 nd order, 3rd order and 4th order for the solution of non-Newtonian (Multiplicative) initial value problems of the form

* $=$, , $=$, where the starting point is and the initial value is
. The derivation of the 2nd, 3rd and 4th order ordinary Runge-Kutta methods were also discussed. The non-Newtonian (Multiplicative) Runge-Kutta method and the ordinary RungeKutta method were both tested on some differential equations and the numerical results compared. We observed that the error terms of the non- Newtonian (Multiplicative) Runge-Kutta method in most cases are significantly less compared to the ones of the ordinary Runge-Kutta method. Furthermore, we also observed that different parameters were used depending on the problem to arrive at the desired results. At the end it was observe that the non-Newtonian (Multiplicative) Runge-Kutta method gave better results as compared to the ordinary RungeKutta method.


### 5.2 Recommendation

It is recommend that, future project must be carried out on the family of problems where the nonNewtonian (Multiplicative) Runge-Kutta method gives better results to the ordinary Runge-Kutta method.
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The following MATLAB codes make, steps from to to approximate a solution of the Initial value problem

```
=,, = and * =,, 
```

For each ordinary differential and non-Newtonian (multiplicative) initial value problem, we need only define the appropriate function , in the file f.m [13], [14].

## APPENDIX I: Second-Order Ordinary Runge-Kutta




$$
\begin{gathered}
\mathrm{h}=(\mathrm{xf}-\mathrm{x}) / \mathrm{n} \\
\mathrm{X} 2=\mathrm{x} ; \mathrm{Y} 2=\mathrm{y} ; \quad \text { for } \mathrm{i}=1:
\end{gathered}
$$

$$
\mathrm{n} \quad \mathrm{k} 1=\mathrm{f}(\mathrm{x}, \mathrm{y}) ;
$$

$$
\mathrm{k} 2=\mathrm{f}(\mathrm{x}+\mathrm{h}, \mathrm{y} * \mathrm{k} 1 . \wedge(\mathrm{h})) ;
$$

$$
\mathrm{k}=\left(\mathrm{k} 1 .^{\wedge}(1 / 2) * \mathrm{k} 2 .^{\wedge}(1 / 2)\right)
$$

$$
\mathrm{y}=\mathrm{y} \cdot *\left(\mathrm{k} .^{\wedge} \mathrm{h}\right) ;
$$

$$
\mathrm{x}=\mathrm{x}+\mathrm{h} ;
$$

$$
\mathrm{X} 2=[\mathrm{X} 2 ; \mathrm{x}] ;
$$

$\mathrm{Y} 2=[\mathrm{Y} 2 ; \mathrm{y}] ; \quad$ end

## APPENDIX V: Third-Order non-Newtonian (Multiplicative) Runge-Kutta

\% nonnewrk3.m function $[\mathrm{X} 3, \mathrm{Y} 3]=$
nonnewrk3(x, xf, y, n)

$$
\mathrm{h}=(\mathrm{xf}-\mathrm{x}) / \mathrm{n}
$$

$$
\mathrm{X} 3=\mathrm{x} ; \mathrm{Y} 3=\mathrm{y} ; \quad \text { for }
$$

$$
\mathrm{i}=1: \mathrm{n}
$$

$$
\mathrm{k} 1=
$$

f(x,y);

$$
\mathrm{k} 2=
$$

$$
\mathrm{f}(\mathrm{x}+\mathrm{h} / 2, \mathrm{y})
$$

$$
\mathrm{k} 3=\mathrm{f}(\mathrm{x}+\mathrm{h}, \mathrm{y}) ;
$$

$$
\mathrm{k}=\left(\mathrm{k} 1 .^{\wedge}(1 / 6) * \mathrm{k} 2 .^{\wedge}(1 / 2)^{*} \mathrm{k} 3 .^{\wedge}(1 / 3)\right)
$$

$$
\mathrm{y}=\mathrm{y} \cdot .^{*}\left(\mathrm{k} .^{\wedge} \mathrm{h}\right) ;
$$

$\mathrm{x}=\mathrm{x}+\mathrm{h}$;

$$
\mathrm{X} 3=[\mathrm{X} 3 ; \mathrm{x}] ;
$$

$\mathrm{Y} 3=[\mathrm{Y} 3 ; \mathrm{y}]$;
end
\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%\%
\% f.m
function $y(x) p=f(x, y)$

$$
y(x) p=
$$

$\exp \left(2^{*} \mathrm{x}\right) ; \quad \%() \mid={ }^{*}()$ APPENDIX VI: Third-
Order non-Newtonian (Multiplicative)

## Runge-Kutta

\% nonnewrk3.m
function[X3,Y3]=nonnewrk3(x,xf,y,n)

$$
\mathrm{h}=(\mathrm{xf}-\mathrm{x}) / \mathrm{n} ; \quad \mathrm{X} 3=\mathrm{x} ;
$$

$\mathrm{Y} 3=\mathrm{y} ; \quad$ for $\mathrm{i}=1: \mathrm{n} \quad \mathrm{k} 1=\mathrm{f}(\mathrm{x}, \mathrm{y})$;
$\mathrm{k} 2=\mathrm{f}\left(\mathrm{x}+\mathrm{h} / 2, \mathrm{y} . *\left(\mathrm{k} 1 .^{\wedge}(\mathrm{h} / 2)\right)\right)$;
$\mathrm{k} 3=\mathrm{f}\left(\mathrm{x}+\mathrm{h}, \mathrm{y} . *(\mathrm{k} 1 . \wedge(-\mathrm{h}))^{*}(\mathrm{k} 2 . \wedge(2 . * \mathrm{~h}))\right) ;$
$\mathrm{k}=\left(\mathrm{k} 1 .^{\wedge}(1 / 6)^{*} \mathrm{k} 2 .^{\wedge}(2 / 3) * \mathrm{k} 3 .^{\wedge}(1 / 6)\right)$;
$\mathrm{y}=\mathrm{y} .{ }^{*}(\mathrm{k} . \wedge \mathrm{h})$;

$$
\mathrm{X} 3=[\mathrm{X} 3 ; \mathrm{x}] ;
$$

$\mathrm{Y} 3=[\mathrm{Y} 3 ; \mathrm{y}] ; \quad$ end
$\% \% \% \% \% \% \% \% \% \% \% \% \% \% \% \% \% \%$

```
% f.m
function y(x)p = f(x,y) y(x)p=
exp(1-x); % ( )| = *( ) APPENDIX VII:
Fourth-Order
    non-Newtonian
(Multiplicative) Runge-Kutta
% nonnewrk4.m function [X4,Y4] =
nonnewrk4(x, xf, y, n)
    h = (xf - x)/n;
X4 = x; Y4 = y; for
i=1: n kl=
f(x,y);
                            k2 =
f(x+h/2,y);
\[
\begin{aligned}
& \mathrm{k} 3=\mathrm{f}(\mathrm{x}+\mathrm{h} / 2, \mathrm{y}) ; \\
& \mathrm{k} 4=\mathrm{f}(\mathrm{x}+\mathrm{h}, \mathrm{y}) ; \\
& \mathrm{k}=\left(\mathrm{k} 1 . \wedge^{\wedge}(1 / 4) * \mathrm{k} 2 . \wedge^{\wedge}(1 / 6) * \mathrm{k} 3 . \wedge(1 / 3) * \mathrm{k} 4 . \wedge(1 / 4)\right) ; \\
& \mathrm{y}=\mathrm{y} . .^{*}\left(\mathrm{k} . \wedge^{\wedge}\right) ;
\end{aligned}
\]
\(\mathrm{x}=\mathrm{x}+\mathrm{h}\);
\(\mathrm{X} 4=[\mathrm{X} 4 ; \mathrm{x}] ;\)
\(\mathrm{Y} 4=[\mathrm{Y} 4 ; \mathrm{y}]\);
end
\(\% \% \% \% \% \% \% \% \% \% \% \% \% \% \% \% \% \%\)
\% f.m
function \(\mathrm{y}(\mathrm{x}) \mathrm{p}=\mathrm{f}(\mathrm{x}, \mathrm{y}) \quad \mathrm{y}(\mathrm{x}) \mathrm{p}=\)
\(\exp ((y-x) / y) ; \quad \%() I={ }^{*}()\) APPENDIX VIII:
```


## Fourth-Order non-Newtonian (Multiplicative)

## Runge-Kutta



